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FOREWORD 

I am pleased to put into the hands of readers Volume-4; Issue-7: July, 2018 of “International Journal of 
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journal which publishes peer reviewed quality research papers on a wide variety of topics related to 

Science, Technology, Management and Humanities. Looking to the keen interest shown by the authors 

and readers, the editorial board has decided to release print issue also, but this decision the journal issue 

will be available in various library also in print and online version. This will motivate authors for quick 

publication of their research papers. Even with these changes our objective remains the same, that is, to 

encourage young researchers and academicians to think innovatively and share their research findings 

with others for the betterment of mankind. This journal has DOI (Digital Object Identifier) also, this will 

improve citation of research papers. 

I thank all the authors of the research papers for contributing their scholarly articles. Despite many 
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contribute their research finding for publication in this journal. Constructive comments and suggestions 

from our readers are welcome for further improvement of the quality and usefulness of the journal.  

 

With warm regards. 

Dr. Uma Choudhary 

Editor-in-Chief 
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Abstract— Authors attempt to depict a survey of 

anthropogenic 137Cs and naturally occurring radionuclides 

(226Ra, 228Th, 232Th, 214Bi, 208TI, 40K) in undistributed soil, 

water, ship scrapped materials such as metal, rubber and 

foam and tree bark of ship breaking area, cynoglossids i.e. 

tongue soles and tea leaves collected from different parts 

of Bangladesh for detecting health hazards, environmental 

protection and radiation safety of the public. The 

assessment of such radionuclides in these samples is 

utmost important due to nuclear test and accident, fallout 

and disposal of radioactive wastes. These radiotracers 

have been investigated by using laboratory-based Gamma 

Spectrometry for Food and Environmental Samples. The 

observation of activity concentrations for 137Cs, 226Ra, 
228Th,232Th, 214Bi, 208TI and 40K have been presented in 

Bq.Kg-1. The others radiological parameters such as 

gamma ray dose rate (nGyh-1), Radium Equivalent Dose 

(Raeq) Bq.Kg-1, Representative Level Index (lr) Bq.Kg-1 

and Transfer Factor (TF) %. The Radiation Hazard Index 

(Hx) Bq.Kg-1 also has been presented.  

Keywords—Radionuclides, Radioactivity, Activity 

Concentration, Radiological Parameters, Gamma 

Spectrometry. 

 

I. INTRODUCTION  

Assessment of any release of radioactivity to the 

environment is important the protection of public health, 

especially if the released radioactivity can enter into the 

food chain. Assessment demands rapid, reliable and 

practical techniques for analysis of various radionuclides 

[1]. In this context, distribution of 137Cs and naturally 

occurring radionuclides for soil and water samples in the 

Terrene of Goainghat and Jaintapur Area of Sylhet district 

and the same for soil samples at the site of the Rooppur 

Nuclear Power Plant has been presented [2,3]. In [4], 

describes the study of the radioactivity in soil and tea leaf 

and transfer factor of those radionuclides. The 

environmental radioactivity levels, both natural and 

anthropogenic, in the ship scrapped materials such as 

metal, rubber and foam and tree bark of ship breaking area 

of Bhatiari, Chittagong in the southern part of Bangladesh 

have been analyzed [5]. The study on 214Bi, 208TI, 40K and 
137Cs in soil of Chittagong Hills, Bangladesh has been 

provided to ascertain the baseline data to assess the public 

exposure of that area [6]. The radionuclides concentration 

in the cynoglossids i.e. tongue soles collected from the 

Kutubdia channel of Bangladesh have been estimated. The 

study consists of the analysis of seasonal occurrence of 

these radionuclides along with hydrological parameters 

and biochemical constituents of their living area [7]. In [8], 

presents the Gamma radiation dose from the naturally 

occurring radioclides in soil of the Potenga Sea Beach area 

of Bangladesh. In Potenga Sea Beach soil samples, the 

activities of 226Ra, 232Th and 40K have been found to be 

higher than that of world average values. The radioactivity 

of naturally occurring radionuclides in water and sediment 

samples collected from the Meghna-Dakatia River at 

Chandpur of Bangladesh has been measured. Thus, the 

external outdoor radiation dose rate, radium equivalent 

activities, Req and representative level index, lyr also have 

been estimated [9]. Activities of gamma-emitters 
238U,226Ra, 232Th and 40K in tap water samples of Dhaka 

city have been analyzed by using High-Purity Germanium 

(HPGe) coaxial detector(EG &ORTEC) coupled with 

Silena Emcaplus Multichannel Analyzer System. The 

estimated effective dose and annual effective dose due to 

intake of different radionuclides for various age groups 

also have been provided [10]. The current research 

motivated to the recent trend and development in 

Radiological Research in Bangladesh. A comprehensive 

review of the investigation of anthropogenic 137Cs and 

naturally occurring radionuclides (226Ra, 228Th, 232Th, 
214Bi, 208Tl, 40K) in undistributed soil, water, ship scrapped 

materials such as metal, rubber and foam and tree bark of 

https://dx.doi.org/10.22161/ijaems.4.7.1
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ship breaking area, cynoglossids i.e. tongue soles and tea 

leaf collected from different parts of Bangladesh. 

II. MATERIALS AND METHOD 

2.1: Sample Collection 

Double identities should be placed on samples at collection 

time. It is advisable that a standard form with all relevant 

information such as date, location, fresh weight, weather, 

collector’s name etc. to be filled up. Care should be taken 

that the sample is representative and suitable for specific 

purposes of the monitoring procedures [1].  

In this context, M. N. Alam et al [2] study area was in 

Goainighat and Jaintapur of Sylhet disdrict located at 910 

50 to 92013 N and 24056 to 25012 E. The soil samples 

have been collected from 17 sites at a depth of 0-10 cm 

with the help of premeasured steel corer of size 10.5 cm 

dia and 25 cm height. Water samples have also been 

collected from 17 sites of natural reservoir corresponding 

to the location of soils, on the border area at a distance of 

500 m to 4 km from each other during the period of 

September – October, 2000. The collected soils are of 

sedimentary rock and clay type and believe to be 

undistributed. Thereafter, N. Absar [4] research area was 

in Odalia tea Garden which was about 3000 sq. km 

situated in the hilly region of Fatickchari Chittagong 

disdrict of Bangladesh. Soil samples have been collected 

from 5 locations of the garden at a depth upto 20 cm from 

the surface and tea leaf sample for the same 5 locations 

[5].  

2.2: Sample Preparation 

Samples received in the laboratory may not in the proper 

physical form for analysis. They may require reduction in 

size, evaporating, drying of some form of homogenizing 

before taken for analysis. Some general consideration for 

handling and pretreatment of samples are needed. The 

samples with high levels of activity should be processed in 

a separate area from low level samples to avoid 

contamination [1].  

All the soil samples M. N. Alam et al [2] have been dried 

in an oven at 1100C for 48 h, pulverized and passed 

through sieve, weighed and then packed in cylindrical 

plastic containers (6.5 cm 7.5 cm). They have been then 

sealed tightly with caps, wrapped with thick vinyl tape 

around their screw necks and stored for 4 weeks to allow 

secular equilibrium between 226Ra, 232Th and their 

daughter nuclei. Water samples were collected with 5-litre 

plastic jars from the natural reservoir. Each 5-litre water 

sample has been boiled to reduce its volume to 500 ml and 

packed into 500 ml cylindrical containers, sealed tightly 

and wrapped with thick vinyl tapes around their screw 

necks. These samples have been stored for 4 weeks too. 

2.3: Measurement Procedure 

The -ray activities of all the collected samples for 226Ra, 
232Th, 214Bi, 208Tl, 40K  and  137Cs have been analyzed by 

using a p-type coaxial lead shielded High Purity 

Germanium (HPGe) detector having relative efficiency of 

30%, active volume 132 cm3 , resolution (FWHM) of 1.85 

KeV at 1332 KeV for 60Co coupled with PCA and other 

accessories. The calibration of the peak efficiency of the 

detector was performed using IAEA reference samples 
238U (RGU-1), 232Th (RGTh-1), 40K (RGK-1) and 137Cs 

(IAEA-152) [11]. The mentioned radiotracers were 

investigated by using a p-type coaxial lead shielded High 

Purity Germanium (HPGe)  detector with Liquid Nitrogen 

(LN2) cooling  having relative efficiency of 20%, 

resolution (FWHM) of 1.80 KeV at 1332 KeV for 60Co 

coupled with DSA-1000, Genie-2000 GAA software  and 

other accessories [3]. The radioactivities of the 

investigated samples were measured for 10,000s by using 

the same Gamma Spectrometry configuration as described 

in N. Absar [4]. The 226Ra (238U) activity was determined 

individually from the net area of peak at energies of 351.9 

keV (214Pb), 1120 keV (214Bi) and 1764 keV (214Bi). 214Pb 

and 214Bi are the decay products of 238U series. Similarly, 

the 232Th activity was determined from the counts at peak 

energies of 238.6 keV (212Pb), 727 keV (212Bi), 911 keV 

(228Ac) and 583 keV (208Tl) [5]. The 40K and 137Cs 

radionuclides have been measured from their respective -

ray energies 1460 KeV and 661.66 KeV respectively [1, 

12].   

2.4: Results and Discussion 

Radiological parameters are very important for ensuring 

the public health and safety (reducing environmental 

radiation exposer), environmental protection and 

radioecological control. According to N. Alam et al [2], 

the activity concentration of 137Cs in soil and water of the 

sampling area have been observed as 4.12  0.32 to 30.53 

 0.88 Bq.kg-1  with an average value of 13.23  6.76 

Bq.kg-1 and 1.0  0.34 to 1.72  0.61 Bq.L-1. The activity 

concentration S. Roy et al [3] of 137Cs in seven soil 

samples out of thirty of the Rooppur Nuclear Power Plant 

(RNPP) sampling area have been observed as 3.46  0.48 

to 5.86  0.61 Bq.kg-1  with an average value of 4.22  0.78 

Bq.kg-1. In N. Absar [4] research, the average activity 

concentration of 137Cs in the soil samples has been 

obtained as 2.84  0.27 Bq.kg-1  whereas the 137Cs for tea 

samples was not present in all samples, therefore, no 

uptake has been recorded. Barua, et al [5] obtained the 

lower limit of detection for 137Cs was 0.043679 Bq.kg-1. In 

N. Alam et al [6], the activity concentration of 137Cs in soil 

of Chittagong Hills varies from 1.08  0.14 to 4.25  0.48 

Bq.kg-1 with an average value of 2.66 Bq.kg-1. According 

to J. Ferdous et al [10], no activity concentration of 137Cs 

in tap water of Dhaka City has been detected.    
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N. Alam et al [2], continued with the activity concentration 

of naturally occurring radionuclides like 226Ra in soil and 

water have been recorded as 7.2  1.0 – 57.70 8.60 Bq.kg-

1 and 5.70  0.50 – 56.4  1.20 mBq.L-1 respectively. 

Similarly, the activity concentration of  232Th have been 

given as 28.80  3.30 – 66.20 4.10 Bq.kg-1 and 36.70  

2.30 – 67.0  4.20 mBq.L-1 accordingly. Likewise, the 

activity concentration of 40K for the same sample have 

been observed as 467  5.0 – 656 43 Bq.kg-1  and 7.90  

1.70 – 12.70 2.0 mBq.L-1 respectively. S. Roy et al [3] 

furthermore evaluated the minimum and maximum 

radioactivity level of 226Ra, 232Th, and 40K of soil samples 

as 21.87  5.87 Bq.kg-1   and 55.66  0.74 Bq.kg-1, 31.28  

3.00 Bq.kg-1  and 78.01 Bq.kg-1  and 332.86  48.95 Bq.kg-

1  and 661.96  63.56 Bq.kg-1 with an average value of  

33.32  7.96 Bq.kg-1, 46.91  12.24 Bq.kg-1 and 448.54  

89.86 Bq.kg-1 respectively. N. Absar [4] research 

continued with the average activity concentrations of 238U, 
232Th, and 40K of soil samples and the same for tea samples 

have been obtained as 44.55 7.83 Bq.kg-1 and 5.66 0.66 

Bq.kg-1 ; 51.08 10.80 Bq.kg-1 and 4.38 0.50 Bq.kg-1 and 

274.81 78.01 Bq.kg-1 and 190 30.50 Bq.kg-1 

respectively. Barua, et al [5] measured the radionuclide 

concentrations of 226Ra (238U), 232Th and 40K in various 

ship scrapped metal samples and the same from ship 

engine varied in the range of 6.89 ± 0.84 Bq.kg-1 - 15.27 ± 

1.14 Bq.kg-1 and 415 ± 22.25 Bq.kg-1, which is not 

comparable to others due the unknown reason; 6.78 ± 1.06 

Bq.kg-1 ‑238 ± 8.98 Bq.kg-1 and 7.40 ± 0.67 Bq.kg-1 ‑67.32 

± 7.41Bq.kg-1 respectively. The levels of the above three 

radionuclides in the mixture of rubber and foam samples 

have been observed in the range of 7.78 ± 0.66 Bq.kg-1 

‑25.57 ± 1.53 Bq.kg-1 ; 8.62 ± 0.41 Bq.kg-1 ‑31.05 ± 1.55 

Bq.kg-1  and 12.57 ± 0.88 Bq.kg-1 ‑312 ± 34.26 Bq.kg-1 

accordingly. Barua, et al [5] also investigated the activity 

in tree barks (Eucalyptus and Jackfruit) which might 

helpful for understanding the effect of ship breaking on 

environmental radioactivity. N. Alam et al [6], the average  

radionuclide concentrations of 214Bi , 208Tl and 40K in of 

Chittagong Hills have been estimated as 36.33 ± 15.65 

Bq.kg-1 , 14.73 ± 8.54 Bq.kg-1  and 350.96± 113.34 Bq.kg-1 

respectively. According to N. Alam et al [7], the range of 
226Ra activity has been measured as 9 ± 2 to 20 ± 5 Bq.kg-1 

fresh weight (fw) with maximum in the edible portion of c. 

cynoglossus and minimum in the whole body of c. lingua. 

Seasonal variation of activity of radionuclides in different 

body parts of cynoglossids also have presented. 

Afterwards, the activity concentration of 232Th has been 

found in the range 8 ± 1 to 17 ± 4 Bq.kg-1 fw with highest 

in the whole body of c. cynoglossus and lowest in the 

whole body of p. bilineata.Then, the range of   228Th 

activity has been measured as 4 ± 1 to 14 ± 4 Bq.kg-1 fw 

with maximum in the offal of c. bilineatus and minimum 

in the edible portion of c. cynoglossus. At last, the 

radionuclides concentration of  40K  in the different body 

parts of cynoglossids i.e. tongue soles on a  fw basis also 

have been detected as 81 ± 11 Bq.kg-1 to 227 ± 19 Bq.kg-1 

fw with highest in the whole body of c. bilineatus and 

lowest in the edible portion of c. cynoglossus. Following 

S. Ghose et al [8] , mean the activities of 226Ra, 232Th and 
40K  in the Potenga Sea Beach soil samples of high and 

low tide lines have been determined as 37 and 33; 76 and 

54.7 and 424 and 432 Bq.kg-1 respectively. M.I. 

Chowdhury et al [9], the activity concentrations of 226Ra, 

228Th, 232Th, and 40K (average activity concentration) in 

sediment and water samples of the Meghna and the 

Dakatia  have been measured in the ranges from 12.0  2.2 

to 57.0  10.0 Bq.kg-1 and 2.91  1.7 to 14.01  3.10 Bq.L-

1;  27.0  4.0 to 104  8.5 Bq.kg-1 and 1.21  0.51 to 6.81  

0.27 Bq.L-1; 25.0  3.5 to 108  9.70 Bq.kg-1 and 1.40  

0.50 to 7.20  2.50 Bq.L-1 and 273  54 Bq.kg-1 and 7.90  

1.90 Bq.L-1 respectively. According to J. Ferdous et al 

[10], the activity concentrations of 238U, 226Ra, 232Th and 
40K  in tap water samples have been obtained as 0.82  

0.26   to 2.12  0.32 Bq.L-1; 0.014  0.0054  to 0.040  

0.0055 Bq.L-1; 0.16  0.003   to 0.73  0.027 Bq.L-1 and 

2.04  0.0094  to 6.40  0.027 Bq.L-1 respectively. Activity 

concentration values for radionuclides of artificial (137Cs) 

and all natural origin for bulk samples have been 

recommended by IAEA as 100 Bq.kg-1 and 1000 Bq.kg-1 

respectively; only exception in 40K which is 10000 Bq.kg-1 

[13]. 

The absorbed dose rate in air one meter above the ground 

surface due to the radionuclides 226Ra, 232Th, and 40K of 

soil has been estimated using the formula given by 

 

𝐷 = [0.427𝐶𝑅𝐴 +  0.662𝐶𝑇𝐻 +  0.0432𝐶𝐾] 𝑛𝐺𝑦ℎ−1              

(1) 

 

Where CRA , CTH and CK are the average activity 

concentrations of 226Ra, 232Th, and 40K of soil samples in 

Bqkg-1[14]. The dose rate N. Alam et al [2] due to 226Ra, 
232Th, and 40K of soil samples varied in the ranges from 

59.66 to 89.84 nGyh-1, with an average value of 74.76 

nGyh-1, which is higher than the world average value of 52 

nGyh-1. The dose rate S. Roy et al [3] due to 226Ra, 232Th, 

and 40K of soil samples varied in the ranges from 50.90 to 

103.46 nGyh-1, with an average value of 69.45 nGyh-1. 

According to N. Absar [4] research, the dose rate that has 

been calculated of 71.14 nGyh-1 is to be treated as outdoor 

dose that yielded annual effective dose much below the 

permissible limit of 1.0 mSv.y-1 recommended by the 

International Commission on Radiation Protection (ICRP) 

for general population [15]. The dose rate in S. Ghose et al 
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[8] due to 226Ra, 232Th, and 40K in soil samples of high and 

low tide lines varied in the ranges from 45.2 – 220 and 51 - 

160 nGyh-1 respectively. The average dose rate in M. I. 

Chowdhury et al [9], of the river sediment has been found 

as 0.62  0.22 mGy y-1.The indoor dose contribution is 

assumed to be 1.2 times higher than the outdoor [16].  

 

  𝐷𝑖𝑛𝑑𝑜𝑜𝑟 = 𝐷𝑜𝑢𝑡𝑑𝑜𝑜𝑟  × 1.2 (𝑛𝐺𝑦ℎ−1)                      (2)                               

The annual effective dose equivalent Deff from outdoor 

terrestrial gamma radiation is given by 

 

  𝐷𝑒𝑓𝑓 = 𝑜𝑢𝑡𝑑𝑜𝑜𝑟 𝑑𝑜𝑠𝑒 (𝑛𝐺𝑦ℎ−1 ) × 0.7(𝑆𝑣 . 𝐺𝑦−1) ×

8,760(ℎ𝑦−1) × 0.2        (3) 

 

Where 0.2 is the outdoor dose occupancy factor and 0.7 

Sv.Gy-1 is the quotient of effective dose equivalent rate to 

absorbed dose rate in air [17]. 

 

The annual effective dose due to intake of 238U, 226Ra, 
232Th and 40K  in tap water samples of Dhaka city for five 

age groups are 104.10, 87.90, 75.73, 63.19 and 73.38 

Sv.y-1 for 1 year, 5 year, 10 year, 15 year and above 18 

year respectively in J. Ferdous et al [10]. These values are 

significantly lower than both the World Health 

Organization (WHO) and the International Commission on 

Radiological Protection (ICRP) limits. 

 

The annual effective dose equivalent Deff from indoor 

exposure is given by: 

 

𝐷𝑒𝑓𝑓 = 𝑖𝑛𝑑𝑜𝑜𝑟 𝑑𝑜𝑠𝑒 (𝑛𝐺𝑦ℎ−1 ) × 0.7(𝑆𝑣 . 𝐺𝑦−1) ×

8,760(ℎ𝑦−1) × 0.8          (4) 

 

Where 0.8 has been used as the occupancy factor [17]. 

Therefore, the total annual effective dose equivalent from 

terrestrial radiation is sum of outdoor and indoor annual 

effective dose equivalent. 

 

The -ray radiation hazards due to the radionuclides 226Ra, 
232Th, and 40K of soil samples has been assessed by two 

different indices. The most widely used radiation hazard 

index , Raeq , can be derived from the following formula: 

  

 𝑅𝑎𝑒𝑞 =   𝐶𝑅𝐴 + (
10

7
) 𝐶𝑇𝐻  + (

10

130
 )𝐶𝐾                (5)                         

 

Where CRA, CTH and CK are the average activity 

concentrations of 226Ra, 232Th, and 40K in Bq.kg-1 

respectively [18]. The values of Raeq for N. Alam et al [2] 

in soils varied from 121.8 to 187.5 Bq.kg-1 with an average 

value of 153.86 Bq.kg-1. The values of Raeq  for  S. Roy et 

al [3] also in soils varied from 96.68 to 217.04 Bq.kg-1 with 

an average value of 134.80 Bq.kg-1 which is too low with 

respect to allowable limit 370 Bq.kg-1
 as recommended by 

the IAEA but higher than the world average values of 

89.25 Bq.kg-1 [1]. The mean value of the radium 

equivalent activity of the soil samples has been found to be 

150.42  29.11 Bq.kg-1 with the range of 175.79  30.04 to 

110.26  29.50 Bq.kg-1  in N. Absar [4]. Barua, et al [5] 

calculated the Raeq in the range of 21‑145 Bq.kg-1 except 

one scrapped metal from engine (760 Bq.kg-1  ) is of 

radiological concern indeed. The Raeq  for S. Ghose et al 

[8] due to 226Ra, 232Th, and 40K in soil samples of high and 

low tide lines varied in the ranges from 80 – 428 and 93 - 

300 Bq.kg-1 respectively. The values of Raeq for M. I. 

Chowdhury et al [9] in sediments varied from 114.0  48.0 

to 478.0  89.0 Bq.kg-1 with an average value of 320.0  

82.0Bq.kg-1.  

The another radiation hazard index, used to estimate the 

level of -radiation associated with the natural 

radionuclides in soil, representative level index ( lr) 

defined as follows  

 

      𝑙𝛾𝑟 = (
𝐶𝑅𝐴

150
+  

𝐶𝑇𝐻

100
+  

𝐶𝐾

1500
)                      (6)                                              

 

Where CRA, CTH and CK are the average activity 

concentrations of 226Ra, 232Th, and 40K in Bq.kg-1 

respectively [19]. N. Alam et al study calculated the lr for 

soil samples varied from 0.77 to 1.37 Bq.kg-1 with an 

average value of 1.08 Bq.kg-1 which is higher than world 

average values of 0.66 Bq.kg-1[12]. The mean value of lr 

for the soil sample has been obtained 1.22  0.24 Bq.kg-1 

with the range of 1.46  0.24 to 0.94  0.23 Bq.kg-1 in N. 

Absar [4]. The lr  for S. Ghose et. Al [8] due to 226Ra, 
232Th, and 40K in soil samples of high and low tide lines 

varied in the ranges from 0.6 – 3.0 and 0.7 – 2.0 Bq.kg-1 

respectively. The value of lr for the sediments sample has 

been obtained in the range of 0.70  0.32 to 1.21  0.46 

Bq.kg-1 with mean value of 0.95  0.28 Bq.kg-1 in M. I. 

Chowdhury et al [9].    

The Transfer Factor (TF) is defined by the following 

equation: 

 

𝑇𝐹 =
𝑅𝑎𝑑𝑖𝑜𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑖𝑛 𝑃𝑙𝑎𝑛𝑡(𝐵𝑞 𝑘𝑔𝐷𝑊)⁄

𝑅𝑎𝑑𝑖𝑜𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑖𝑛 𝑆𝑜𝑖𝑙 (𝐵𝑞 𝑘𝑔𝐷𝑊⁄ )
             (7)                                  

 

The transfer mechanism of radionuclides, represented by 

TF, is widely used to describe the soil-to-plant transfer of 

radionuclides through plant roots. The concentration of a 

nuclide in a plant or plant part (in Bq.kg-1, dry weight), is 

assumed to be linearly related to its concentration in soil 

within the rooting zone also in Bq.kg-1, dry weight) [20]. 

In N. Absar [4], the average activity concentration of 137Cs 

in tea samples <0.4 Bq.kg-1, so no uptake found. The 
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transfer factor (TF) of 238U, 232Th, and 40K for soil–to-tea 

samples have been found as 0.13 0.08, 0.09 0.05 and 

0.69 0.39 respectively. The average TF of 226Ra, 228Th, 
232Th and 40K for sediment-to-water has been recorded as 

0.21 0.15, 0.05 0.02, 0.06 0.03 and 0.03  0.01 

respectively in M. I. Chowdhury et al [9].  

 

TF value in excess of unity imply active bioaccumulation 

of the activity. The values less than unity mean either 

strong binding of the radionuclides with soil, little or no 

accumulation in the plant [4]. 

 

The external radiation hazard index Hext and internal 

radiation hazard index Hint has been calculated by using 

the following formula: 

 

𝐻𝑒𝑥𝑡 =
𝐴𝑈

370⁄ +
𝐴𝑇ℎ

259⁄ +  
𝐴𝐾

4810⁄                  (8)                             

 

𝐻𝑖𝑛𝑡 =
𝐴𝑈

185⁄ +
𝐴𝑇ℎ

259⁄ + 
𝐴𝐾

4810⁄                  (9)                   

 

Where, the numerical quantities of equations (8) and (9) 

are in units of Bq.kg-1 and AU, ATh and AK are the activity 

concentrations of the radionuclides 238U,232Th, and 40K 

respectively [21]. The values of Hext and Hint have been 

observed in the ranges from 0.30 0.08 to 0.50 0.08 and 

0.62 0.10 to 0.39 0.10 with the mean value of 0.41 

0.08 and 0.51 0.10 respectively in N. Absar [4]. The Hext  

in Barua, et al [5] varied from 0.06 to 0.39. Since these 

values are lower than unity, the external radiation hazard 

in the ship breaking area is low. 

 

The radon mass exhalation rate is calculated by following 

the equation given below 

 

       𝑅𝑚 =  𝜆𝑅𝑛𝐶𝑠𝑜𝑖𝑙.𝑅𝑎𝐹𝑟                                       (10)   

   

Where, 𝐶𝑠𝑜𝑖𝑙.𝑅𝑎 is the activity mass concentration of 226Ra 

(Bq.kg-1) in soil, 𝜆𝑅𝑛 is the decay constant of 222Rn ( 

2.110-6 s-1 ) and Fr is the emanation co-efficient[22].  In 

S. Ghose et. Al [8], the 222Rn emanation co-efficient 

ranged from 10-27.5% with a mean value of 15.32% and 

the 222Rn exhalation rate ranged from 4.89-20.4 Bq.kg-1.s-

1 with a mean value of 10.63 Bq.kg-1.s-1. 

 

III. CONCLUSION 

The recent trend and development in the Radiological 

Research in Bangladesh has been presented in this study.  

Firstly, a chronological survey of the investigation of 

anthropogenic 137Cs and naturally occurring radionuclides 

(226Ra, 228Th, 232Th, 214Bi, 208Tl, 40K) in undistributed soil, 

water, ship scrapped materials such as metal, rubber and 

foam and tree bark of ship breaking area, cynoglossids i.e. 

tongue soles and tea leaf collected from different parts of 

Bangladesh has been provided. Afterwards, the matter of 

sample collection, sample preparation and measurement 

procedure has been depicted as well. At the end, 

radioactivity analysis of the samples has been presented 

for detecting health hazards to ensure public health and 

safety. 
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Abstract— With the increasing requirement in green 

technologies in transportation, electric vehicles have proven 

to be the best short-term solution to reduce greenhouse gas 

emissions. The conventional vehicle drivers are still unwilling 

in using such a new technology, mainly because of the time 

duration (4-8 hours) required to charge the electric vehicle 

batteries with the currently existing Level I and II charging 

station. For this reason, Level III fast- charging stations 

capable of reducing the charging duration to 10-15 minutes 

are being designed and developed. The present thesis focuses 

on the design of a fast-charging station for electric vehicle, in 

addition to the electrical grid, two stationary energy storage 

devices flywheel energy storage and a super capacitor is being 

used. Power electronic converters used for the interface of the 

energy sources with the charging stations are designed. The 

design development also focuses on the energy management 

that will minimize the battery charging time. For this reason, 

an algorithm that minimizes durations with its mathematical 

formulation is required, and its application in fast charging 

will be illustrated. 

Keywords— charging station, electric vehicle, batteries. 

 

I. INTRODUCTION 

This chapter gives a background of the thesis topic: Design 

for Fast Charging Station for Electric vehicle Batteries  

then summarizes the work that has been conducted previously 

in fast charging technology. The problem is then explained , 

and the thesis outline is provided. 

Background 

This section defines what a PHEV is and describes briefly 

the equipment involved to charge it. 

 

PHEV Definition 

A Plug-in-Hybrid Electric Vehicle (PHEV) is a hybrid 

automobile with a higher-capacity battery that can be 

recharged by connecting the vehicle to the electrical network 

[1]. When the battery is below 20% capacity, a conventional 

combustion engine takes over and offers to the driver the same 

autonomy as a conventional vehicle. The PHEV has been 

recognized as the best short-term, economically viable 

opportunity for significantly reducing oil dependency and CO2 

emissions without altering motorists’ driving behaviour [1]. 

Consequently, nearly all major car makers have invested 

significant resources in PHEV development, and Toyota and 

GM delivered their first PHEVs (in small numbers) in 2010. 

 

Flywheels 

Flywheel energy storage (FES) is an electromechanical device 

that stores energy in kinetic form in a rotating mass [49]. 

Flywheels are useful when there exists an imbalance between 

the generated power and the power demanded by the load [56]. 

In such devices, the charging and discharging processes are 

done by varying the rotational velocity of the mass: to store 

some electricity, a motor converts the external electrical 

energy into mechanical energy (charging), on the other hand 

to deliver some energy the motor acts as a generator and 

converts the energy into electrical form (discharging) [56]. 

Some control strategies have been found to apply flywheels in 

EVs. One of them has been found in [57], where the charging 

process is done using fuzzy logic and a PI controller whereas 

the discharging is done by simply applying the PWM strategy 

to the interfacing converter (AC/DC) [57]. 

 

FESs have been recognized as being the cleanest energy 

storage devices [59] and find their applications in the 

following areas: 

 Previously, FESs have always been used for short-term 

energy storage in rotating machines and engines to 

deliver smooth power [58]. 

 Recently, they are being used for electrical energy 

storage [60]. In such case the FES is referred to as a 

mechanical battery energy storage device: it always 

stores kinetic energy and releases it in electrical form 

upon demand. This last advantage will be considered 

largely in this thesis. 

 For the next few years, researches are being conducted in 

order to design higher specific power density (kW/Kg) 
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and higher specific energy (kWh/Kg) density. The first 

one depends completely on the motor/generator that 

drives it [60]. 

Any FES is composed of four major parts: a rotor, a 

rotor bearing, a container, and a power interface [59]. 

Figure below displays the main flywheel parts. 

 

 

Fig.1: Main FES Components [59]  

 

Fig.1.1: A Typical Supercapacitor [63] 

 

The steady-state energy losses in flywheels are mainly due to 

the drag forced that is induced by the magnetic field of the 

superconductor magnetic bearing and permanent magnet 

(PM)-type motor/generator (PMSM/G) [61]. However, the 

largest losses occur from the PMSM/G, and an acceptable 

solution would be to simultaneously rotate the PMSM/G and 

the PM [62]. 

Supercapacitors 

Also known as electric double layer capacitors (EDLC) or 

ultracapacitors, such devices behave exactly like any normal 

capacitor with the differences of having a much higher 

capacitance (in the order ranging from tens to hundreds of 

Farads) and a higher power density which lets them charge and 

discharge rapidly [63] and allows them to be used in 

applications to replace batteries. A typical supercapacitor is 

shown in Figure below. 

Such devices store energy using the following mathematical 

relation that relates the energy stored E (in J) to the 

capacitance C (in F) and the voltage across it U (in V) [50]: 

                                     E =C·U2             (1.8) 

  

They are classified into three categories [64]: 

 Double-layer capacitors depend on the double electric 

layer mechanism. 

 Electrochemical capacitors rely on the fast Faraday 

oxide-reduction reactions. 

 Hybrid capacitors are a combination of the two previous  

categories. 

 

A control strategy has been proposed for the supercapacitors 
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to support current peaks that are momentarily demanded by 

electrical road vehicles. Such a method is since the 

supercapacitors must be discharged once the current 

demanded by the load becomes greater than the reference limit  

current for battery discharge [65]. Supercapacitors are safe, 

possess an average light weight, can be recycled, and are 

environmentally friendly [66], which is what makes them 

mostly popular in the domain of energy storage for traction 

applications [67] and elevator systems with a soft commutated 

interface [64]. Additional applications include the following: 

 Diesel-electric locomotives power assistance: 

supercapacitors are preferred compared to 

electromechanical accumulators when being used in 

power assistance [68]. 

 Recuperation of the braking energy that is wasted in the 

braking resistors [69]. 

 Sole energy storage device in hybrid electric cars if they 

are dimensioned appropriately. 

 

Despite the benefits just mentioned, the energy that can be 

stored in a supercapacitor is low, which prevents large vehicle 

autonomy. For this reason, some methods have been found in 

order to allow fast energy transfer between super capacitors in 

transport applications, such as the introduction of sequential 

supply [70]. 

 

II. PROBLEM STATEMENT 

Fast charging of PHEV batteries means that the duration 

required to charge such batteries must be minimized, which 

implies the use of the grid and additional sources of energy 

that must be managed efficiently and intelligently. 

A waiting period is also required to recharge the storage 

devices once the PHEV leaves the station. Such a period 

should also be minimized in order to reduce the time that the 

client needs to wait at the station before charging the battery, 

and to accelerate the battery swapping process at some 

charging stations if applicable. 

Finally, it is important to look at some aspects of the impacts 

caused by such charging stations on the grid such as 

harmonics, THD, phase unbalance, power factor, ground fault 

and electricity generation. 

s mentioned in Section 1.4, the charging station is designed to 

charge PHEV batteries whose energy capacities do not exceed 

15 kWh, from a minimum of 20% of the battery state of charge 

(SOC) to a maximum of 95% of the battery SOC. This implies  

that the maximum energy output by the charger will be: 

EO,max = EPHEVmax·(SOCmax – SOCmin) = 15·(0.95-0.20) 

EO,max = 11.25 kWh                           (2.3) 

 

Using (2.1), (2.2), and (2.3), the maximum energy provided 

by the charging station storage devices, EStorage,max, can be 

found as follow: 

EStorage,max = EO,max – EGrid = 11.25 – 5 

EStorage,max = 6.25 kWh                      (2.4) 

 

The energy management in the designed charging station is 

summarized in Table 2.3 below. 

 

Table.2.3: PHEV Charging Station Energy Management 

Sources Grid Storage Devices Output 

Energy (kWh) 5 6.25 11.25 

 

The choice of the charger storage devices is developed in the 

next section. 

 

Station Storage Devices Choice 

The present section lists the most popular stationary energy 

storage devices performance requirements, and then justifies 

the charging station devices choice. 

 

Performance Requirements 

The chosen energy storage devices must ideally satisfy all of 

the following performance criteria in order to maximize the 

fast charging station efficiency: 

 Dynamicity: The charging station is designed to charge 

a battery in a maximum 15 minutes (short duration). The 

storage device must thus be able to charge and discharge 

in this period. 

 High Power Density: The device must be able to deliver 

a high amount of power in a short period of time. 

 High Efficiency: The charging station must meet its 

maximum possible efficiency. This last criterion depends 

on the main station parts: converters, storage devices, 

etc. Therefore, it is a must to consider the storage devices 

that have the highest efficiency. 

 Environmentally Friendly: The device must have no or 

negligible negative impacts on the environment. 

 

Table 2.4 below displays the most popular stationary storage devices according to the previously mentioned criter ia [71, 72]. 
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Table.2.4: Classification by Criterion 

Storage Technology Life time (cycles) Power Density Effic ienc y (%) Impact on the 

Environment 

Flow Batteries 1500 – 2500 Low 75 – 85 Medium 

Metal-Air Batteries 100 – 200 Low 50 Medium 

NAS Batteries 2000 – 3000 Low 89 High 

Lead-Acid Batteries 200 – 300 Medium 75 High 

Li-Ion Batteries 300 – 500 Medium 95 Medium 

Supercapacitors 10000 – 100000 High 93 – 98 Low 

Flywheels (FES) 105 – 107 High 90 Low 

 

III. STATIC POWER SWITCHES 

This section covers the existing technologies of static power electronic switches and then justifies the use of IGBT as the best 

option for the design of the converters. 

 

i. Existing Technologies 

The most popular controllable static switches used in the design of the power electronic convert ers of Table 1.1 are displayed 

below in Table 3.1 [19]. 

 

Table.3.1: Main Controllable Switches Comparison 

Device Power Capability Switching Speed 

MOSFET Low Fast 

IGCT High Slow 

IGBT Medium Medium 

 

Furthermore, the grid outputs a real power of 30 kW 

(see Section 2.2) and has a frequency of 60 Hz; both are in the 

medium range of operation. In the technologies of Table 3.1, 

the IGBT tends to be the best option for the design of the 

charging station is power electronic interfaces. An IGBT 

converter has an efficiency of typically 90% [58]. 

 

Converter Design 

In order to turn on and off the controllable switches inverters 

and rectifiers, many types of gating signals can be used, 

among them are [19]: 

 Square wave inverters: DC input must be varied to 

control the magnitude of the output AC voltage. 

 Voltage cancellation: Switches operate at 0.5 duty cycle 

while the DC input remains fixed. 

 Pulse-Width-Modulation (PWM): A modulating signal 

where the AC side frequency is compared with a carrier 

having a frequency such that the frequency modulation 

mf (defined below) is a large odd integer: 

The most popular gating generation used in inverters is a 

sinusoidal PWM, where the control signal is a sine wave; it 

generates harmonic voltages in the range of the switching 

frequency and higher, which can be easily filtered out [19]. 

The grid-side converter is shown in Figure 3.1. 

Figure Grid-side Converter 

 

Flywheel Energy Storage (FES) Converter 

When acting as a generator, a FES converts kinetic energy into 

electrical energy [58]. This can be translated in the following  

way: when rotating at an angular speed ω (rad/s), the energy 

is converted into AC currents that must be converted to DC 

currents via an AC/DC converter [81]. 

 

Supercapacitor Converter 

Like any conventional capacitor, a supercapacitor charges and 

discharges in a DC environment [66]. The interface here is 

thus between DC quantities, and a bidirectional chopper is 

required to allow both charging and discharging of the 

supercapacitor. 

 

Charging Station Supercapacitor 

The supercapacitor is required to provide the battery with 

10% of its required energy during the beginning of the 

battery charging process (see Chapter 5). Thus, the maximum 

output energy provided by the supercapacitor is found as 

follows: 
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EScap,max = 0.1·EO,max = 0.1 x 11.25 = 1.125 kWh 

 

However, since the supercapacitor is interfaced with the 

charging station dc bus via an IGBT converter, the efficiency 

will play a role: 

The relation relating the supercapacitor moment capacitance 

to its rated voltage (see Section 1.2.10, equation (1.8)) to 

provide the energy EScap,in is reminded below: 

 

E = ·C·U2 

  

Table 3.6 below displays the available options for choosing 

an appropriate capacitance with the required voltage to fulfil 

condition (3.9): 

 

Table.3.6: Supercapacitor Options (for EScap, in = 1.25 kWh) 

Capacitance (F) 100            150 200 250 300 

Rated Voltage (V) 300             245 212.13 190 173.20 

 

An acceptable option would be a series / parallel combination 

of supercapacitors whose resulting capacitance and voltage 

are 150 F and 245 V, respectively. 

 

Electrical Specifications 

The output converter input current is equal to the sum of the 

output currents of the three previously mentioned converters: 

Itotal,DC = IGrid,DC  + IFES,DC + IScap, DC 

                 Itotal,DC = 50 + 51.25 + 22.5 = 123.75 A         (3.13) 

 

The converter input power is calculated as follows: 

Ptotal,in = VDC.Itotal,DC = 600 x 123.75 = 74.25 kW                     

(3.14) 

 

The converter output power is calculated as follows: 

The converter output voltage is the maximum PHEV battery 

voltage, which is 270 V (Table 2.1). 

Finally, the converter output current is calculated as follows: 

 

With the information (3.13) -(3.16), the following Table 3.8 

which displays the charging station output converter 

electrical specification can be drawn. 

 

Table.3.8: Charging Station Output Converter Electrical Specifications 

 Input Side (DC Value) Output Side (DC Value) 

Voltage (V) 600 270 

Current (A) 123.75 248 

Power (kW) 74.25 67 

 

Complete Power Circuit 

The present section describes the combined design of the 

charging station, and then lists its electrical specifications. 

 

Circuit Design 

The electrical grid, the supercapacitor, and the FES are all 

interfaced via their respective power electronic converters 

previously designed to a common dc bus. The interface with 

the PHEV battery is also done via a bidirectional DC/DC 

converter (see Section 3.5). 

 

Electrical Specifications 

The energy and power requirements of each current source 

are summarized in Table 3.9 below: 

 

Table.3.9: Charging Station Electrical Specifications 

 Electrical Grid FES Supercapacitor 

Maximum 

output energy (kWh) 

5.56 5.70 1.25 

Converter Efficiency (%) 0.9 0.9 0.9 

Maximum 

output energy (kWh) 

5 5.125 1.125 

Maximum time of charging 

operation (min) 

10 10 5 

Maximum Output power (kW) 30 30.75 13.5 
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Figure below displays the combined charging station power circuit. 

 

 

Fig.3: Charging Station Power Circuit 

 

Charging Station Control Circuit 

In the previous chapter, the power circuit has been designed 

along with its electrical specifications. The present chapter 

explains the control of each individual converter, then the 

whole charging station control circuit. 

 

IV. CONVERTERS INDIVIDUAL CONTROL 

This section elaborates on the individual control schemes of 

each of the four-charging station power electronic converters. 

 

FES Control 

The FES control by itself is difficult. 

 

FES Emulation 

It has been demonstrated that a FES could easily be emulated 

by a PMDC (Permanent Magnet DC Machine) [83]. Such 

operation would considerably decrease the system size and 

cost [83]. The FES system model will thus be replaced by a 

DC machine model as shown in Figure 
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Fig.4: Flywheel Emulation Using a PMDC [Based on 83]  

 

 

The power flow in the above system is bidirectional. Every  

power transfer is done through the permanent magnet  

synchronous machine (PMSM), which can act as motor and 

generator. The DC power supply not only imposes the dc bus 

voltage, but it also compensates for the system losses. 

It is reminded that the kinetic energy dW (in J) 

stored in the above system with moment of inertia JF (in  

Kg.m2) and rotating from one speed ω1 to another speed ω2 

(in rad/s) is expressed as [83]: 

dW =   ·JF· (ω2
2 – ω 2) 

The above system is designed to operate in three modes 

based on the stored energy using the above formula: 

charging, discharging, and no charging [83]. Each model is 

now explained below. 

In the charging mode, the power flows from the dc bus to the 

PMDC through the PMSM. In such a case the DC machine 

is accelerated from the speed ω1 to a higher speed ω2. 

In the discharging mode, the power flows from the PMDC to 

the dc bus through the PMSM. In such a case, the DC 

machine is decelerated from the speed ω2 to a lower speed  

ω1. 

In the no charging mode, the DC machine runs at a constant 

at speed, and there is thus no power flow. 

 

System Control 

The amount of energy transferred in or out of the flywheel 

can be controlled by controlling the PMSM torque by 

imposing either a positive or negative torque command in the 

PMSM controller, which is based on field orientated control 

(FOC) in a rotor frame. 

Under ideal FOC, i is set to 0 and the PMSM 

electromagnetic torque τ can then be written as  

[84]:

  

where λaf is the rotor flux linkages, i r is the torque component 

of the stator current in the rotor reference frame, and p is the 

number of pole pairs. 

 

The relationship between i r and i (Flywheel transfer 

current to/from the inverter) is found from the steady-state 

power balance between the dc power going into the inverter 

and the ac power going into the PMSM [83]. If we neglect 

the inverter losses, we have: 

 

Pinv = PSM 

 

FW·VDC = τE_SM.·ωm (4.2) 

Substituting the electromagnetic torque expression (4.1) into 

the power balance relation (4.2) and solving for i r we get the 

following relation (which is also the flywheel control 

algorithm for both charging and discharging modes): 

 

Figure below displays the FES control loop according to the 

above relation. At start-up, the control algorithm starts the 

PMSM using an initiation algorithm. The PI current 

controller is used to maintain the power flow. 

 

2-Quadrant 

Supply 
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Fig.5: Flywheel Charging and Discharging Control [Based on 83]  

 

Supercapacitor Converter Control 

The supercapacitor control design is analogous to the flywheel 

control design shown in Figure 4.3 above and is designed to 

allow charging and discharging of the super capacitor. The 

DC/DC converter output current reference is produced by 

dividing the reference supercapacitor’s required power by the 

dc bus voltage. The error in current is then fed to a PI current 

regulator in order to maintain the power flow between the 

charger dc bus and the supercapacitor. Finally, the regulator 

output will be directed to the supercapacitor control scheme. 

The mode of operation (charging or discharging mode) 

depends on the sign of the supercapacitor’s reference power. 

 

4.1.4 Charging Station Output Converter Control 

The control scheme of the output converter is very similar to 

the grid converter control and is presented in Figure below. It 

is composed of two nested control loops: 

The outer control loop is designed for voltage regulation. The 

error between the battery nominal reference voltage and the 

measured battery charging voltage is fed to a PI controller, 

whose output is the battery charging current reference. 

The inner loop regulates the battery charging current. The 

reference here is the output of the previous outer loop. The 

error between the reference and the measured current is also 

fed to a PI controller whose output is sent to the charging 

station output converter control scheme. 

 

Fig.6: Charging Station Output Converter Control 

 

Control Circuit Design 

This section presents an algorithm that combines the 

previous individual controls in such that it minimizes the 

PHEV battery charging duration. 

 

Charging Station Central Control 

A charging station cycle is composed of a PHEV battery 

charging period (two phases) that does not exceed 15 minutes, 

followed by a period (one phase) during which the storage 

devices are fully recharged, which lasts a maximum of 7.5 

minutes. This is demonstrated in Figure. 
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Fig.7: Schematic Diagram of the Charging Station Cycles 

 

More details on the three phases will be provided in the next 

chapter. 

 

Central Control Algorithm 

In order to obtain the requirements of Figure, the algorithm of 

Figure below is proposed. Table 4.1 displays the abbreviations 

used in the flowchart in Figure. Blue and red instructions 

indicate whether energy is being transferred from the charger 

to the battery, or from the grid to the storage devices (to 

recharge them), respectively. 

 

Table.4.1: Figure 7 Abbreviations 

Abbreviations SC FES           C_act C 

Expressions supercapacitor flywheel Actual battery 

capacity 

Total battery 

capacity 

 

In standby mode, there is no PHEV battery connected to the 

charging station, and the energy storage devices have been 

fully recharged. At this moment, the FES rotates at constant 

speed Ωo (see Section 4.1.2) and thus there is no power transfer 

(dW = 0). The supercapacitor voltage continues to increase 

asymptotically to its rated voltage, whereas its current tends 

asymptotically to 0. The charging station remains in this mode 

until the arrival of a PHEV at the station. 
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Fig.8: Central Control Algorithm Flowchart 

 

V. CHARGING STATION OPERATION 

The charging station operates as described in the flowchart 

shown in Figure. The energy management of the energy 

sources is done via optimization; the topic of this chapter. Two 

examples will be used to illustrate such operation. 

 

Charging Time Minimization 

The charging station is designed to minimize the PHEV 

battery charging time and required duration to recharge the 

storage devices. This requires an effective management 

strategy of the charging stations’ energy sources: grid, 

supercapacitor, and FES. 

 

Charging Station Cycle 

As mentioned previously, a charging station cycle is 

composed of three phases. The order of Phases 1 and 2 has 

been established by considering the fact that some PHEV users 

may have a limited amount of time to spend at the charging 

station; for this reason, most of the PHEV battery charging is 

done in the beginning of the cycle (Phase 1). The maximu m 

duration of each phase has been determined by optimization  

(further details on the order of the charging durations of the 

FES and supercapacitor were provided in section 2.3.2). 

 Phase 1: The FES and the electrical grid provide energy 
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to the PHEV battery until it reaches 90% of its required 

capacity. The maximum duration of this phase is 10 

minutes. 

 Phase 2: While the supercapacitor provides energy to 

the PHEV battery until it reaches its required capacity, 

the electrical grid is recharging the FES with a capacity 

determined by optimization (described in Section 

5.1.3). The maximum duration of this phase is 5 

minutes. 

 Phase 3: During this phase, which lasts no more than 

7.5 minutes, the electrical grid is recharging the 

supercapacitor and the FES to their respective full 

capacities. It is also called the “waiting period” 

because, during this time, no PHEV battery is allowed  

to be connected to the charging station. 

 

Once the storage devices are fully recharged, the charging 

station enters its standby mode until another PHEV arrives at 

the charging station to recharge its battery. Examples of the 

system operation are provided in Section 5.2. 

 

Problem Formulation 

A charging station cycle is graphically represented in Figure, 

where: 

 Blue and red colours indicate whether energy is being 

transferred from the charger to the battery, or from the 

grid to the storage devices (to recharge them), 

respectively. 

 Positive and negative quantities indicate whether 

energy is being delivered or absorbed by the device, 

respectively. 

 P and C denote the grid power and the PHEV battery 

capacity, respectively. 

 

 
Fig.9: Detailed Charging Station Cycle 

 

While the grid provides 5 kWh of the maximum charging 

station output energy of 11.25 kWh (see Table 2.3) during 

Phase 1, the storage devices provide the remaining 6.25 kWh 

as follows: 
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1.125 kWh is provided from the supercapacitor during 

Phase 2, and 5.125 kWh is  provided from the FES during 

Phase 1. 

The choice of such proportions is in accordance with the 

station’s storage devices characteristics (see Section 2.3.2): 

the supercapacitor is in operation for a relatively small period 

(maximum of 5 minutes) compared to the FES operation 

duration (maximum 10 minutes). 

Once a PHEV arrives at the charging station, the parameters 

in Figure that need to be computed are listed in Table 5.1 

below. 

 

Table.5.1: Optimization Parameters 

Parameter Name Phase 1 Duration 

(min) 

Phase 2 Duration 

(min) 

Phase 3 Duration 

(min) 

FES capacity in 

phase 1 (kWh) 

FES capacity in 

phase 3 (kWh) 

Symbolic 

Notation 

Δt1 Δt2 Δt3         CFES-P1        CFES-P3 

Variable 

Maxim um 

10 5 7.5             5.125            5.125 

 

 The maximum of each parameter is displayed in table 

5.1. 

 As already mentioned, in Phase 1, the FES and the grid 

(who delivers a power, p, in kW) are recharging the 

PHEV battery to 90% of its required capacity, C. 

p.Δt1 + CFES-P1 = 

0.9.C

 

(5.4) 

 In Phase 3, the grid is recharging the supercapacitor and 

the FES: 

p.Δt3 – CFES-P3 – 0.1C = 

0

 

(5.5) 

 The FES is providing energy to the PHEV battery 

during Phase 1, and is being recharged by the grid 

during Phases 2 and 3: 

CFES-P1 - p.Δt2 – CFES-P3 = 

0

 

(5.6) 

 

Charging Station Operation 

The charging station operates as shown in the flowchart of 

Figure  

Energy management parameters are given in tables 5.3, 5.5A, 

and 5.5B, where: 

 Blue and red numbers indicate whether energy is 

being transferred from the charger to the battery, or 

from the grid to the storage devices (to recharge 

them), respectively. 

 Positive and negative quantities indicate whether 

energy is being delivered or absorbed by the device, 

respectively. 

 

The following battery charging characteristics are displayed 

in Figures: 

 Battery SOC (in %) 

 Battery current (in A) 

 Battery voltage (in V) 

 

The following charger characteristics are displayed in 

Figures: 

 FES speed (in rad/s) 

 Grid current (in A) 

 FES current (in A) 

 Supercapacitor current (in A) 

 Total current (in A): The sum of the grid, FES, and 

supercapacitor currents 

 Supercapacitor voltage (in V) 

 

VI. CONCLUSION 

Summary 

In this thesis, the basic configuration used for the design and 

analysis of the fast charging station (including energy 

requirements and storage devices choice) has been described, 

the different power electronic interfaces have been designed, 

and the individual control schemes of each converter and the 

control and proposed algorithm of the whole charging station 

have been presented.  

 

Conclusions 

In this thesis, the design and simulation of a fast-charging 

station for PHEV batteries has been developed. Combination  
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of a flywheel and a super capacitor as additional stationary 

storage devices is an excellent option since it inherently has 

four advantages, high energy density, high power density, 

charging and discharging times in the order of minutes, and 

environmentally friendly. The developed algorithm efficiently  

manages the three-station energy sources and allows the 

charging of PHEV batteries whose capacities are below 15 

kWh in a maximum duration of 15 minutes from 20% to 95% 

of their state-of-charge and maximizes the waiting time (to 

recharge the storage devices) to 7.5 minutes when no PHEV is 

present at the station. Afterwards the station enters the standby 

mode, where the supercapacitor voltage remains constant and 

its current tends asymptotically to zero, while the flywheel 

rotates at constant speed. The reduction of the duration of the 

charging station operation will accelerate the battery 

recharging process in a battery swapping scheme. 

 

VII. RECOMMENDATIONS FOR FUTURE WORK 

While a general control algorithm has been developed in this 

research to minimize the battery charging time and the 

duration required to charge the storage devices, more research 

could be conducted on the following topics: 

 Optimization of the combination of flywheel and 

super capacitor in terms of energy and power sizing. 

 Impact of the battery charger on the power quality of 

the electric grid supply. 

 Design of more efficient converter systems for the 

flywheel and super capacitor charging schemes. 
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Abstract— Cocoa pods harvest is a process where 

peasant makes use of his experience to select the ripe 

fruit. During harvest, the color of the pods is a ripening 

indicator and is related to the quality of the cocoa bean. 

This paper proposes an algorithm capable of identifying 

ripe cocoa pods through the processing of images and 

artificial neural networks. The input image pass in a 

sequence of filters and morphological transformations to 

obtain the features of objects present in the image. From 

these features, the artificial neural network identifies ripe 

pods. The neural network is trained using the scaled 

conjugate gradient method. The proposed algorithm, 

developed in MATLAB ®, obtained a 91% of 

assertiveness in the identification of the pods. Features 

used to identify the pods were not affected by the capture 

distance of the image. The criterion for selecting pods can 

be modified to get similar samples with each other. For 

correct identification of the pods, it is necessary to take 

care of illumination and shadows in the images. In the 

same way, for accurate discrimination, the morphology of 

the pod was important. 

Keywords— Cocoa pod, Processing of digital images, 

Artificial Neural Networks. 

 

I. INTRODUCTION 

Cocoa (Theobroma cacao L.) has been cultivated in 

America for thousands of years. Currently, all types of 

cultivated cocoa are varieties of numerous natural crosses 

or human intervention; however, is possible to classify 

the cocoa into three broad groups: Criollo or native, 

Forastero or peasant, Trinitario or hybrid [1,2].   

The Cocoa Pod is an indehiscent berry. The pods’ size 

oscillates from 10 to 42 cm in variable form (oblong, 

elliptical, oval, spherical and oblate), the surface of the 

fruit can be smooth or rough, the colors of the surface can 

be red or green in the immature state [3]. Some authors 

consider that the shape of the pod is a reference point for 

classifying cultivated cocoa trees. The classifying of 

cocoa by its shape divides among Amelonado, 

Calabacillo, Angoleta, and Cundeamor [1,4]. A 

significant determinant of pod ripening is the outward 

appearance. The ripening is visible as the colors of the 

pod´s external walls change. Usually, the outer walls turn 

green or purple changing to shades of red, orange or 

yellow depending on the genotype [5]. 

 

The ideal condition for pods harvest is when they are ripe. 

It is essential not to let the pods overripening as they can 

contaminate with some fungal diseases. The state of 

overripening promotes the germination of seeds and 

causes quality defects. Green fruits should not be part of 

the harvest. The seeds of green pods are hard, they cannot 

be separated easily and do not ferment because the 

mucilage is not finished forming [6]. 

 

For a proper fermentation, it is recommended to separate 

the pods according to their shape, color, and size to avoid 

the combination of seeds varieties. Ripeness degree of the 

pods determines the quality of cocoa beans. No mixtures 

of pods with different ripen estate should be generated , 

mainly when it is sold to process fine chocolates. The 

main chocolate industries look for a unique origin and 

reject the mixtures of varieties [7].   

In food, color is one of the factors considered by the 

customer at the moment of the purchase of a product. The 

color is a quality criterion in many classification 

standards. The color is a parameter used to evaluate the 

ripening status of fruits [8]. Thus, different technologies 

have been implemented to harvest fruits in their best 

conditions. 

 

Artificial vision systems incorporate color information. 

Within the range of visible wavelengths, some 

compounds in fruits absorb the light. These compounds  

are pigments, such as chlorophylls, carotenoids, and 

anthocyanins [9]. 

Tools commonly used in graphic design, such as digital 

cameras, computers and image processing software, can 

be used to process and analyze images. Image processing 

can identify the color of food samples during fruit 
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ripening. The use of vision systems allows replacing the 

use of color charts, colorimeters and spectrophotometers 

[8]. Colorimeters has deficiencies to describe perceptual 

chromatic responses with a multitude of visual parameters 

[10]. 

Digital image processing involves methodologies for 

analyzing and finding quantitative information. The tools 

and algorithms for the capture of images allow evaluating 

in a non-destructive way [8]. Since a few years ago, these 

methodologies were applied. Some examples are listed 

below: Systems for recognition and localization of quasi-

spherical objects by laser telemetry [11], processing of 

optical images of cherry coffee fruits by acoustic-optical 

filters [12], Systems to identify the color of the epicarp of 

tomatoes [13], a mobile platform for the collection of 

oranges [14], and analysis of fruits such as wheat, Feijoa, 

Mango, plantain and mandarins [15,16, 17,18].   

On the other hand, the use of artificial neural networks 

(ANNs) and artificial vision has more application in the 

food industry recently. The ANNs prioritize the 

classification, the recognition of patterns and the 

prediction of crops [19]. ANNs try to emulate the 

behavior of the human brain. The ANNs extract 

knowledge from a set of data obtained during training. 

ANNs can be considered as models of calculation that 

uses very efficient algorithms, which operate in a 

massively parallel way. These artificial nets allow 

developing cognitive tasks like learning patterns, 

classification or optimization [20]. Most applications in 

ANNs are related to pattern recognition problems and 

make use of architectures such as multilayer perceptron 

[21]. 

The techniques of image processing and ANNs are 

applied as a methodology for classification of Royal Gala 

apples. In these techniques, a multilayered neural network 

was implemented through supervised learning and trained 

with different algorithms [22]. 

In this paper, we proposed the processing of images with 

artificial neuronal networks in the harvest of Cocoa pods 

using images taken by a photographic camera. 

Subsequently, from the objects contained in the image, it 

obtains a matrix of data. Finally, we process the data from 

the matrix using the data from previous training. This 

methodology improves the harvest process substituting 

the handcrafted way. With this methodology, the human 

perception of the color of the cocoa pod is removed and 

controls the quality of the harvested fruit.  

 

II. PROCESSING ALGORITHM 

The proposed processing algorithm is divided into four 

steps (Fig. 1). The algorithm processes an image in JPEG 

format with dimensions of 1920 x 1080 pixels using the 

RGB color space (Red, Green, Blue). The image should 

have good saturation and the least ambient noises. First 

three steps remove the colors that are not typical of the 

ripe cocoa pods and gets the features of the found objects. 

An ANN evaluates these features . Therefore, the result of 

the algorithm is the identifier of the ripe cocoa pods on 

the input image. 

 
Fig. 1: Processing algorithm 

 

2.1 Color Enhancement 

The first step of the algorithm is to improve the colors of 

the input image. The lack of color intensity can be 

enhanced by adjusting the saturation values. For making 

it with less computational effort, it is proposed to convert 

the image in RGB color space to HSV (Hue, Saturation, 

Value). The three primary components that integrate the 

HSV color space are hue, saturation, and brightness [23]. 

The matrices of the HSV space has the same dimension as 

the RGB image. Assuming that values below 25% 

characterize obscure colors, the elements of the saturation 

matrix 𝑺 are modified by, 

𝑠𝑖,𝑗 = {
0.8, 𝑠𝑖,𝑗 > 0.25

𝑠𝑖,𝑗 , 𝑠𝑖,𝑗 ≤ 0.25
  

⋯ (1) 

𝑠𝑖,𝑗 ⊂  𝑺,    

𝑺 ∈ ℳ𝑚𝑥𝑛
(ℂ), 

ℂ = {𝑥 ∈  ℝ , 0 ≤  𝑥 ≤  1}, 

𝑅𝑜𝑤𝑠 𝑖, 1 ≤  𝑖 ≤  𝑚, 

𝐶𝑜𝑙𝑢𝑚𝑛𝑠 𝑗, 1 ≤  𝑗 ≤  𝑛. 

 

Consequently, the new saturation matrix holds the dark 

colors that could represent a flaw in the cocoa pods. To 

end this stage, the image in the HSV color space converts 

into the RGB color space. The conversion is done to 

avoid alterations in the properties of the colors during the 

following steps of the algorithm [23]. Figure 2 shows the 

performance of this stage of the algorithm. 

Image

Color Enhancement

ANN

Features Extraction 

Impression of results

Segmentation
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(a) (b) 

Fig. 2: (a) Original image, (b) Enhanced image 

 

2.2 Segmentation  

Before the extraction of features, in the segmentation 

stage of processing, the image is prepared first. 

Environmental noises and unwanted objects are filtered in 

the image to acquire reliable features  (Fig. 3). At the end 

of this stage, is get a binary image with smoothed edges.  

 
Fig. 3: Segmentation steps 

 

2.2.1 Color Filter 

In this segmentation stage, the RGB image is processed to 

remove several colors ranges through five filters. The 

colors excluded are white, blue, magenta, green, brown, 

and some red hues. Relational operators and logical gates 

form the color filters. The result of the filters is a binary 

image. 

The white filter creates a 𝑭1 matrix that meets the 

conditions of Equation 2. The blue tonalities generate a 

second 𝑭2 matrix that complies with Equation 3. Magenta 

colors and red hues provide a third 𝑭3 matrix that 

satisfies Equation 4. While the green color, is represented 

by the 𝑭4 matrix created by Equation 5. Finally, Equation 

6 represents the filter of yellow colors, brown, and some 

orange shades. The conditions of the last filter create the 

𝑭5 matrix. This final filter is calibrated according to the 

desired ripening of the cocoa pods.   

𝑓1𝑖 ,𝑗 = (𝑟𝑖 ,𝑗 ≥ 235) &(𝑔𝑖 ,𝑗 ≥ 235) & (𝑏𝑖 ,𝑗 ≥ 235),  ⋯ (2) 

𝑓2𝑖 ,𝑗 = (𝑏𝑖 ,𝑗 ≥ 𝑔𝑖 ,𝑗) &(𝑏𝑖,𝑗 > 𝑟𝑖 ,𝑗),                                  ⋯ (3) 

𝑓3𝑖 ,𝑗 = (𝑟𝑖 ,𝑗 ≥ 𝑏𝑖 ,𝑗) &(𝑔𝑖 ,𝑗 ≤ 𝑏𝑖,𝑗) ,                                 ⋯ (4) 

𝑓4𝑖 ,𝑗 = (𝑔𝑖 ,𝑗 > 𝑟𝑖 ,𝑗) &(𝑔𝑖 ,𝑗 > 𝑏𝑖,𝑗),                                 ⋯ (5) 

𝑓5𝑖 ,𝑗 = ((|𝑔𝑖 ,𝑗 − 𝑏𝑖 ,𝑗|) ≤ 𝑦) &((𝑟𝑖 ,𝑗 > 𝑔𝑖 ,𝑗)&(𝑟𝑖 ,𝑗 > 𝑏𝑖 ,𝑗)), 

                                                                                                ⋯ (6) 

𝑟𝑖 ,𝑗  ⊂  𝑹   ,   𝑔𝑖 ,𝑗 ⊂  𝑮   ,   𝑏𝑖,𝑗 ⊂ 𝑩 ,     

𝑓1𝑖 ,𝑗 ⊂  𝑭1    ,   𝑓2𝑖,𝑗 ⊂  𝑭2    ,   𝑓3𝑖,𝑗 ⊂  𝑭3 ,   

𝑓4𝑖 ,𝑗 ⊂  𝑭4    ,   𝑓5𝑖,𝑗 
⊂ 𝑭5 ,   

[𝑅  ,𝐺  , 𝐵 
] ∈ ℳ𝑚𝑥𝑛

(𝔻) , 

𝔻 = {𝑥 ∈  ℕ , 0 ≤  𝑥 ≤  255}, 
[𝐹1 , 𝐹2  , 𝐹3 , 𝐹4  ,𝐹5  

] ∈ ℳ𝑚𝑥𝑛
(𝕂), 

𝕂 = {0,1}, 

𝑦 ∈   ℕ , 0 ≤  𝑦 ≤ 255 , 

𝑅𝑜𝑤𝑠 𝑖, 1 ≤  𝑖 ≤  𝑚, 

𝐶𝑜𝑙𝑢𝑚𝑛𝑠 𝑗, 1 ≤  𝑗 ≤  𝑛, 

where 𝑹, 𝑮, and 𝑩 represent the RGB matrix color space 

and, 𝑦 represents the filter five setting to calibrate the 

color hue.   

The resulting matrix of filters is added to obtain a matrix 

containing all the excluded tonalities, 

𝑭𝑭 =  𝑭1 + 𝑭2 + 𝑭3 + 𝑭4 + 𝑭5. ⋯ (7) 

Therefore, the logical negation of 𝑭𝑭 provides the binary 

image with the required tonalities. Color filtering can be 

seen in Figure 4 

 

 

Fig. 4: Filtered and binarized image 

 

2.2.2 Holes Filter 

The second segmentation stage removes the holes of the 

objects found in the binary image. It is proposed to 

eliminate these holes to improve the results in the 

morphology stage. Not all holes are covered. Those small 

holes resulting from reflections on the objects are filled 

in. Large holes generated by dark spots are not 

eliminated. Naturally the pods have small dark marks; 

however, large spots on a cocoa pod are a quality defect.  

Color Filter

Area Filter

Morphological Transformation

Holes Filter

Segmentation

𝑬1 =  𝑭𝑭̅̅ ̅̅  ⋯(8) 
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Identifying the holes consists of finding all the values of 0 

in the 𝑬1 matrix that are isolated from the values that 

make up the background of the binary image. The largest 

neighborhood group of elements in the 𝑬1 matrix with a 

value of 0 form the background of the image. Isolated 

elements are called holes. For identify holes, the "imfill" 

function of MATLAB ® is applied. The function 

produces a binary matrix 𝑯, which contains the holes 

founded in the input image and represents them with a 

value of 1 [24]. 

From 𝑯, an 𝑯1 matrix containing holes formed by light 

reflections is obtained, 

 𝑯1 =  𝑯 & 𝑭1, ⋯(9)  

[𝑯, 𝑯1] ∈ ℳ𝑚𝑥𝑛
(𝕂).  

Also, using the methodology described in the following 

section (Area Filter) the 𝑯2 matrix is generated. This 

matrix represents the smaller holes. The matrices obtained 

are added, and a matrix is gotten with the holes to be 

filled, 

𝑯𝐹 = 𝑯1 +

 𝑯2. 
⋯ (10) 

Finally, the holes in the original image are filled through  

𝑬2 = 𝑬1 +  𝑯𝑭, ⋯(11) 

where 𝑬2 represents an image without holes. In Figure 5, 

the application of the Hole Filter stage can be seen in 

Figure 4. 

 
Fig. 5: Filtered image without holes 

2.2.3 Area Filter 

There are small objects in the binary image gotten in the 

previous step. Small groups of pixels and isolated pixels 

with a value of 1, shape these objects. Removing these 

pixels from the background of the image makes hold large 

objects. The third stage of the segmentation, filter the 

objects by their areas. The methodology removes all 

neighborhood groups of elements with a value of 1 in the 

𝑬2 matrix. For this, the areas of the neighborhood groups 

are analyzed in the matrix. Using the "Blob Analysis" 

function of SIMULINK ® is possible to get areas [24]. 

From this function is obtained the data of the areas and a 

matrix of Bounding boxes. With the areas of the 

neighborhood groups found is created a vector column 𝑨. 

The matrix of 𝑩𝑩 contains the coordinates and size of 

Bounding Boxes. These enclose the neighborhood groups 

found in the input matrix entered into the function.  

In base on vector 𝑨, is created a reference vector 𝑸, 

𝑞𝑘,1 = (𝑎𝑘,1  <  𝑥), ⋯ (12) 

𝑞𝑘,1 ⊂  𝑸 ,   𝑎𝑘,1 ⊂  𝑨,    

𝑨 ∈ ℳ𝑚𝑥1
(ℝ+), 

𝑸 ∈ ℳ𝑚𝑥1
(𝕂), 

𝑅𝑜𝑤𝑠 𝑘, 1 ≤  𝑘 ≤  𝑧, 

 

where 𝑥  is the minimum allowed area and 𝑧 is the number 

of neighborhood groups found in the 𝑬2 matrix. 

With the values of 𝑸, a reference matrix 𝑾𝑾 is 

generated, which is created from the horizontal 

concatenation of 𝑸 with itself four times. The above is 

done to equal the dimensions of 𝑸 and 𝑩𝑩. Based on 

𝑾𝑾 the elements of 𝑩𝑩 are conditioned, 

𝑏𝑏𝑘,4 = {
𝑏𝑏𝑘,4 , 𝑤𝑤𝑘,4 = 1

0, 𝑤𝑤𝑘,4 = 0
 

⋯ (13) 

𝑏𝑏𝑘,4 ⊂  𝑩𝑩 ,   𝑤𝑤𝑘 ,4 

⊂  𝑾𝑾 ,    

𝑩𝑩 ∈ ℳ𝑚𝑥4
(ℝ), 

𝑾 ∈ ℳ𝑚𝑥4
(𝕂), 

𝑅𝑜𝑤𝑠 𝑘, 1 ≤  𝑘 ≤  𝑧. 

 

Finally, over the elements of 𝑬2 is drawn with 0 

Bounding Boxes of 𝑩𝑩. The matrix obtained from this 

procedure is called 𝑬3 and characterizes the binary image 

filtered by area. This way, smaller objects are removed, 

and a cleaner image is obtained. Figure 6 shows the 

performance of this stage.   

 

Fig. 6: Image filtered by area 

2.2.4 Morphological Transformation   

The last segmentation stage softens the edges of the 

objects in the output image. In some cases, the edges of 

the objects in the image show openings, and in others 

cases, they have outstanding reliefs. Modifying the edges 

in objects is known as morphological transformations. 

The basic morphological operations used here are known 

as dilation and erosion [25]. Morphological operations 

apply a structured disk element to objects. The disk 

structure is the best structuring element that smooth the 

edges in ovoid shapes. This structured element is 

subtracted or added to the edges and makes a smoother 
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perimeter. The modifications do not generate change in 

the dimension of the binary image.  

The first part of the transformation is to apply a dilatation 

followed by erosion to 𝑬3. This technique is known as a 

closing function, and its output is a new binary matrix. 

This function eliminates small apertures at the edges of 

objects. Then, an erosion is applied followed by a 

dilation. This last technique is known as opening and 

creates the resulting matrix 𝑬4. With the opening 

function, is possible to remove small groups of pixels in 

the reliefs of the objects [25]. For the transformations 

mentioned above, the radius of the structuring element in 

the closing function must be less than the opening 

function. In Figure 7 the changes are appreciated 

comparing with Figure 6. 

 

Fig. 7: Image with morphological transformation  

2.3 Features Extraction  

This stage gets the features of the object in the image. 

These features are used to discriminate objects, which do 

not have the shapes of cocoa pods. Using "Blob Analysis" 

from SIMULINK ® are gotten these features and the 

matrix of Bounding Boxes [24]. The features obtained for 

this processing were: major axis, minor axis, eccentricity, 

and extent. The extent feature represents a relationship 

between the area of the found object and the area of its 

Bounding Box [26]. Features extracted are in the form of 

column vectors. Features of the major axis and minor axis 

are joined to represent the following relation:  

𝑼 =

⌊
 
 
 
 
 
 
 
𝑂1,1

𝑣1,1

𝑂2,1

𝑣2,1

⋮
𝑂𝑘,1

𝑣𝑘,1 ⌋
 
 
 
 
 
 
 

  

⋯ (14) 

𝑜𝑘 ,1 ⊂  𝑶 ,   𝑣𝑘,1 ⊂  𝑽,    

𝑽 ∈ ℳ𝑚𝑥1
( ℝ+), 

𝑶 ∈ ℳ𝑚𝑥1
( ℝ+), 

𝑼 ∈ ℳ𝑚𝑥1
( ℂ), 

𝑅𝑜𝑤𝑠 𝑘, 1 ≤  𝑘 ≤ 𝑧1 , 

 

where 𝑼 represent the result of dividing the axis vectors, 

𝑶 the minor axis, 𝑽 major axis, and 𝑧1 the number of 

objects in the 𝑬4 image.  

There are two significant advantages of the features 

obtained at this stage. The first is the performance of the 

three features (relation of axes, eccentricity, and extent) 

over ovoid objects. Finally, the value of the features tends 

to be retained with the distance; as shown in Figure 8. 

 
(a) 

 
(b) 

Fig. 8: (a) Pod about a meter away, (b) Pod two meters 

away. 

Finally, in this stage is generated the matrix of 𝑩𝑭 

Bounding Boxes that enclose the found objects and the 

matrix 𝑪 that contains the features of the objects. Matrix 

𝑪 come from the horizontal concatenation of the three 

vectors containing the features separately. 

2.4 Artificial Neuronal Network (ANN)  

In this last stage, the ANN received the features gotten in 

the previous step. Each feature creates inputs to the 

Artificial Neuronal Network and, the output relates the 

inputs by functions [27]. Therefore, the network will be 

made up of three inputs and a single output. The output is 

a Real number between 0 and 1. The approximation of the 

output to 1 indicates that the values of the features come 

from a cocoa pod. 

Within the three fundamental operations of the artificial 

neuron, the transfer function 𝑓 is related to the type of 

output (Fig. 9). From the existing transfer functions, the 

sigmoidal function is selected for this application. This 

function takes inputs between negative infinity and 

positive infinity. The output of the sigmoidal function 

generate values between 0 and 1 [27]. 

Eccentricity
          

          
Extent

0.784 0.620 0.767

Eccentricity
          

          
Extent

0.782 0.621 0.776

https://dx.doi.org/10.22161/ijaems.4.7.3
http://www.ijaems.com/


International Journal of Advanced Engineering, Management and Science (IJAEMS)                        [Vol-4, Issue-7, Jul- 2018] 

https://dx.doi.org/10.22161/ijaems.4.7.3                                                                                                                    ISSN: 2454-1311 

www.ijaems.com                                                                                                                                                                          Page | 515 

 
Fig. 9:  Single input neuron [27]  

The output of a simple artificial neuron with sigmoidal 

transfer function is described by, 

𝑡 =  𝑙𝑜𝑔𝑠𝑖𝑔 (𝑤𝑝 + 𝑏),  ⋯ (15) 
[𝑤, 𝑝, 𝑏]  ∈  ℝ, 

𝑡 ∈  ℂ, 

 

where 𝑡 is the network output, 𝑝 is the input variable to 

the neuron, 𝑤 is the net weight and 𝑏 is the bias. 

A single-layer ANN is deficient for this processing 

algorithm. Therefore, a multi-layered ANN has been 

designed. The type of ANN proposed here will be a 

Feedforward Neuronal Network (FNN). This type of 

networks behaves with good results in pattern recognition 

and object classification applications. The number of 

layers used in this work is two, as recommended by [27]. 

Finally, the designed network has nine neurons in its first 

layer and a single neuron in the output layer (Fig. 10). 

 

Fig. 10: Feedforward Neuronal Network  

 

Feedforward Neuronal Network can use the scaled 

conjugate gradient method for training. For large 

networks, this training algorithm is the most efficient. The 

pattern recognition problems frequently apply this  method 

[27]. 

The methodology of the FNN designed is to read the data 

of 𝑪. Each row contains the features of an individual 

object. The single output of the network will be based 

mainly on the features extracted and weights of the FNN. 

The result of the network will be a scalar between 0 and 

1. This value is conditioned by,  

𝑡1 =  𝑡 ≥ 𝑙 , ⋯(16) 

𝑡 ∈  ℂ, 

𝑙 ∈  ℂ, 

𝑡1  ∈  𝕂, 

 

where 𝑡 is the output of the FNN, 𝑡1 is the conditioned 

output and 𝑙 is the criterion that conditions the output. 

This criterion is in function of the percentage of the 

output coincidence with the samples in the training.  

With the values of 𝑡1 is created the reference column 

vector 𝑸1. This vector comes from the vertical 

concatenation of the outputs of the FNN. 

Based on 𝑸1, the 𝑾𝑭 matrix is generated, whose values 

are gotten from the horizontal concatenation of 𝑸1 with 

itself four times. The above is done to equal the 

dimensions of 𝑸1 and 𝑩𝑭. Then, the elements of 𝑩𝑭 are 

conditioned in the following way, 

𝑏𝑓𝑘 ,4 = {
𝑏𝑓𝑘 ,4 , 𝑤𝑓𝑘 ,4 = 1

0, 𝑤𝑓𝑘 ,4 = 0
 ⋯ (17) 

𝑏𝑓𝑘 ,4 ⊂  𝐵𝑭 ,   𝑤𝑓𝑘 ,4 ⊂ 𝑾𝑭 ,    

𝑩𝑭 ∈ ℳ𝑚𝑥4
( ℝ), 

𝑾 ∈ ℳ𝑚𝑥4
( 𝕂), 

𝑅𝑜𝑤𝑠 𝑘, 1 ≤  𝑘 ≤  𝑧1. 

 

Finally, the image processing algorithm takes the 𝑩𝑭 data 

to draw the Bounding Boxes that point out to the cocoa 

pods on the RGB input image that this algorithm 

received. Using the SIMULINK ® "Draw Shapes" block, 

draw the Bounding Boxes over the RGB image.  

 

III. RESULTS  AND DISCUSSION 

The methodology proposed in this research was 

developed in MATLAB ® R2018A using the Visual 

Programming Environment SIMULINK ®. The 

simulation was done on a computer with Microsoft ® 

Windows ® 7 Home Premium, Intel ® Core ™ i7-

2630QM 2.00 GHz processor and 8 Gb DDR3 1333Mhz 

RAM.  

The images used for the development of the investigation 

were obtained from cacao farms of the village 

Cucuyulapa. This locality is part of the municipality of 

Cunduacán, Tabasco, Mexico. In the locality, images 

were taken with the natural daylight of midday. All the 

images taken had the same illumination and focal 

aperture. The images capture was taken at distances 

between 1 and 2 meters.   

The types of pods used in this experiment were hybrids of 

criollo cocoa with an amelonada shape. The observed 

color changes in these pods were from green to yellow. 

Some variations in the length of the pod were observed in 

the same cocoa genotype.      

An FNN of nine neurons in their hidden layer and a single 

neuron in the output layer process the images. The 

training following an algorithm that trains, validates and 

tests the results. The training algorithm uses, 175 images 

of cocoa pods, of which 70% were used for training, 15% 

for validation and another 15% for testing. Training 

algorithm got a gradient of 0.294 final at 39 iterations. 

The results obtained are shown in Table 1. Consequently, 

minimizing cross-entropy in training results in accurate 

pod identification, while decreased percent error reduces 

mistakes relate with pods and erroneously identified 

objects.  
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Table 1:  Training results 

 Cross-Entropy Percent Error 

Training  5.77386e-1 6.50406e-0 

Validation 9.35257e-1 0 

Testing 9.95469e-1 0 

 

The identification of the objects leads us to create a 

confusion matrix. This matrix has the erroneous or 

successful percentages of the FNN to obtain its targets. 

Figure 11 represents the total confusion matrix of the 

training algorithm processes. The percentage of total 

assertiveness towards to the wanted Targets is 95.4%. 

 

 
Fig. 11:  All confusion matrix from FNN 

 

The processing algorithm was tested using 23 images of 

cocoa pods different from those used in the training 

algorithm. The tests are in charge of evaluating the 

performance of the algorithm for each image at different 

values of the 𝑙 match criterion (Equation 16). Value of 𝑙 

evaluates the image more stringent. A high value in 𝑙 

allows making a homogeneous selection of pods in good 

shape and with proper ripening. According to the ripening 

of the pods, Table 2 shows the most appropriate values of 

𝑙 for the algorithm. 

Table 2:  Test results 

𝑙 Percent Assertiveness 

0.7 89% 

0.8 91% 

0.9 91% 

0.95 83% 

 

The values of 𝑙 between 0.8 and 0.9 gets the best 

performance of the algorithm. Criterion of 0.95 presents a 

lower percentage of assertiveness because it penalizes the 

shape of the pod. The criterion of 0.95 is suitable if it is 

looking for pods that have the proper ripening and the 

average shape that characterizes the selected cocoa 

genotype. Finally, the criterion of 0.7 shows good results 

to select ripe cocoa pods, but with the disadvantage of 

confusing some pods with some green hue. Then, in 

Figure 12, the result of the algorithm can be seen using 

0.9 as the criterion for evaluating the sample. 

  

(a) (b) 

Fig. 12: (a) Image inputted, (b) Image result  

 

The errors generated in the tests came from the values of 

the features in the pods. These values are affected by the 

length of long pods and pods with green color or spots at 

its ends. At the time of evaluating the features of these 

types of pods with considerable deviations in their form, 

the algorithm can recognize the samples as 

morphologically correct pods. 

 

IV. CONCLUSION 

In this work, a methodology was proposed to identify ripe 

criollo cocoa pods type amelonado. It could be observed 

that these fruits tend to change from green to yellow. The 

overripening make color changes on the pod to yellow to 

orange hues. Therefore, it was proposed to use a filter in 

which the desired tonality of the fruit could be adjusted. 

Also, the measurements of the features of the pods were 

essential to identifying if the pod presents damage for 

some disease.  

The images taken for this algorithm were carried out 

taking care of lighting and light reflections. These factors 

cause noises that impair the calibration of the camera's 

colors and the adjustment of the desired hue of a pod. The 

modification of the saturation of the image helped to 

improve noises that derive from these factors; however, 

excessive shadows and reflections cause problems in 

digital image processing.  

The use of the area filter helps the shapes in the images 

do not have so many morphological changes and to be 

able to eliminate objects that cause noises in the binary 

image. The previous methodology proposes to maintain 

as much as possible the original size of the forms and 

despite this eliminate noises by a group of pixels. 

Features used to evaluate the objects in the images, gave 

optimal results to discriminate between pods and different 
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shapes. It could be seen that the features retained their 

value, regardless of the distance of the photograph. The 

performance of features represents an advantage, allowing 

selecting similar shapes without the need for a reference 

distance. 

The technique of modifying the criterion of selection of 

samples in the processing algorithm behaved in the 

manner expected. In this way, it is possible to adjust the 

criterion making it more critical and having homogeneous 

samples. Getting good results within 80% and 90% of 

coincidence criterion with training samples. If the study 

objects have many variations in their shape, setting the 

selection criterion may not be the most appropriate.  

It is expected in future work to study the variations of 

pods of different genotypes. This study could select ripe 

cocoa pods from all types of shapes. The selection of 

these pods could be made without being confused with 

other objects. In the same way, the features should be 

improved or complemented, to avoid confusion between 

ripe pods and pods with possible morphological diseases.  
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Abstract— The abundance of traditional financial 

evaluation methods reflects historical performances. It is 

necessary to consider such elements which add value off-

balance sheet towards growth. It is argued that there is the 

difference between book value and market value of a firm, 

and that difference could be explained by intellectual 

capital profile. The study is proposed to investigate the 

impact of six intellectual capital elements human capital, 

structural capital, customer capital, technology capital, 

social capital and spiritual capital on the overall 

performance of the firms. The impactis diagnosed. A 

developed questionnaire is used to conduct the study. 

Correlation analysis depicts the data, OLS is used to 

conduct the analysis. 

Keywords – Intellectual capital, firms’ performance, 

service sector, Pakistan. 

 

I. INTRODUCTION 

In the current century, people will tend to do more 

brainwork,and the tendency of physical activities will 

reduce. The process of economic growth will be more 

driven by knowledge and information rather than the 

production process. The knowledge and information 

referred to intellectual capital never appears on financial 

reports but have a significant impact on firms’ performance 

as compare to physical assets (Akpinar & Akdemir, 1999).  

The globalization phenomenon has increased the interaction 

of individuals for their common benefits and the quest for 

better living standards (Hassan, Abbas, & Zainab, 2018). 

Sharia screening process in a country like Pakistan having 

similarities and differences with other counties (Waris, 

Hassan, Abbas, Mohsin, & Waqar, 2018).Financial Deficit 

has widened the importance of equity capital raising(Asif, 

Abbas, & Hassan, 2018) .In the current scenario, intangible 

resources,knowledge-based economies,and various 

competencies have become crucial elements in the growth 

and progress of firms (Wang, Wang, & Liang, 2014). 

According to Abbas et al. (2018), to meet the growing 

financial challenges in the current atmosphere, credit risk 

analysis along with remodeling of current practices and 

advancement of procedures have become pivotal for 

sustained progress. Intellectual Capital is one of the key 

determinants of financial performance of banking sector of 

Pakistan (Shehzadi, Abbas, & Hassan, 2018). Economic 

development has seen different phases in which, 

Developing country like Pakistan is being engaged in the 

formulation of different tools to boost the economy(Hassan, 

Abbas, & Shehzadi, 2008). Even investment avenues which 

pool the short investment and makes an idle sector of 

economy active are becoming part of the economy of 

Pakistan(Abbas S. , 2017). 

According to Hashim, Adeyemi, & Alhabshi,(2018), 

intellectual capital refers to knowledge and expertise which 

adds value to the performance of the organization. The 

definition also referred to the knowledge management 

process is intellectual capital. Abbas et al. (2018), validated 

through their research findings that cognitive, emotional 

and behavioral determinants affect consumer approach. 

Similarly, intellectual capital indulgence significantly 

approaches the stakeholder’s  interest towards the 

organization.Bayburina & Golovko(2009), explained 

intellectual capital consists of human capital, network 

capital, process capital, innovation capital and client capital. 

All these characteristics lead to the development of 

competitive advantage within the organization. The 

induction of innovation in the current practices surely helps 

to achieve competitive advantage (Abbas S. K., Hassan, 

Asif, Junaid, & Zainab, 2018); (Abbas S. , Hassan, Iftikhar, 

& Waris, 2018)&(Abbas S. , et al., 2018). Alike, survival 

and competitive earnings are highly depending on the 

strategic management of intellectual capital resources 

compared to financial ones.  
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In the current economic structure, the quality human capital 

structure favors to become a developed nation and to 

maintain that status is everyone priority(Berzkalne & 

Zelgalve, 2014). Furthermore, the competitiveness can be 

increased if the available workforce is knowledgeable, 

proficient and adaptable. Therefore, many nations are 

continuously making efforts to develop human capital and 

enhancing mental skills and intellectual capacity of the 

people(Hashim, Adeyemi, & Alhabshi, 2018). 

 

II. LITERATURE REVIEW 

Wang & Liang (2014), explained intellectual capital is a 

sum of knowledge competencies which help organizations 

to achieve growth and sustainable competitive advantage. 

Steward (1994), explained the intellectual capital concept 

was introduced to differentiate firms’ book value and 

market value. While defining the concept of intellectual 

capital, there is a great deal of convergence in opinion. 

Meanwhile, most scholars generally agree that intellectual 

capital contributes towards value creation and value 

extraction of organizations through knowledge not only 

held by employees but also stored within organizations 

database, systems, processes and relationships (Wang, 

Wang, & Liang, 2014).  

Several studies have enriched the extant literature regarding 

interconnections between knowledge management 

processes and intellectual capital phenomenon (Ramadan, 

Dahiyat, Bontis, & Al-Dalahmeh, 2017). The firms’ ability 

to manage its intellectual capital is directly depending on its 

knowledge capability (Rajesh, Pugazhendhi, & Ganesh, 

2011). Similarly, Roos(2017) , contended the process 

through which a firm creates, develop and manage its 

knowledge resources and intellectual capital is critical for 

the attainment of competitive performance.  

Chen & Wang(2018) found that the role of knowledge 

management and intellectual capital has become crucial in 

the information technology sector. Likewise, Kianto(2018), 

argued intellectual capital resources have a significant 

impact on firms’ financial performance. A no of similar 

studies explored the relationship of intellectual capital and 

firms’ performance and concluded it has a significant 

impact over firms’ overall performance (Bontis, Chua 

Chong Keow, & Richardson, 2000; Berzkalne & Zelgalve, 

2014; Wang, Wang, & Liang, 2014; & Ramadan, Dahiyat, 

Bontis, & Al-Dalahmeh, 2017). 

Intellectual capital consists of three main elements 

including human capital, customer capital and structural 

capital(Bontis, Chua Chong Keow, & Richardson, 2000). 

Additionally, Hashim, Adeyemi, & Alhabshi(2018), further 

extended the research framework with the inclusion of three 

additional variables such as technological capital, social and 

spiritual capital. Human capital referred to skills, expertise 

and experience employees share within the 

organization(Baron, 2011).  The customer capital is 

organizations’ relationships with customers, suppliers,and 

other people and structural capital consists of organizations’ 

processes, methods, concepts, and overall system owned by 

the organization(Akpinar & Akdemir, 1999). 

The extended use of information technology, innovation, 

research and development in organization termed as 

technological capital whereas, social capital consists of 

norms and relationships  resulted from organizational 

behavior which shapes the quality of social interactions 

among stakeholders contributing to the growth of the 

economy(Hashim, Adeyemi, & Alhabshi, 2018). Spiritual 

capital emerges from ethical, spiritual and religious 

practices individuals adhere tothe workplace. Marques 

(2008), found spiritual behavior within organizational 

conduct leads to better corporate performance. 

Subsequently, the study is focusedon determining the 

impact of human capital, structural capital, social capital, 

customer capital, technological capital and spiritual capital 

on the overall performance of firms .  

 

III. RESEARCH METHODOLOGY 

Study adhere to a nature in which primary data was 

required,so primary data collected through developed 

questionnaire. The questionnairewas adopted 

from(Khalique, Bontis, Shaari, & Isa, 2015)(Amrizah & 

Rashidah, 2013)(Ngah & Ibrahim, 2009). A questionnaire 

distributed to 950 individuals by using non-probability 

judgmental and convenient samplings. Only 755 responses 

were useable and complete. Data collected through 

questionnaire analyzed through reliability test. All the 

variables reliability around 0.70.Itdepicts that data is normal 

to conduct the analysis. Study model adheres following the 

schematic diagram.  
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So the following hypothesis can be constructed 

Hypothesis Details 

1 HC  OP 

2 STC OP 

3 CC OP 

4 SOC OP 

5 TC OP 

6 SPC OP 

 

HC stands for Human Capital, STC stands for Structural Capital, CC stands for Customer Capital,  SOC stands for Social 

Capital, TC stands for Technological Capital, SPC stands for Spiritual Capital,and OP stands for Organizational performance. 

 

Research Findings 

Correlation analysis conducted to check the association between variables. The table below shows the data results of correlation 

analysis. 

Correlation Analysis 

 A B C D E F G 

A. OP 1       

B. HC .691** 1      

C. STC .856** .129** 1     

D. CC .566* .014 .143** 1    

E. SOC .728** .021 .641** .028 1   

F. TC .860** .114* .724* .058* .622** 1  

G. SPC .518** .033 .412** .049 .310** .408** 1 

Note: **. Correlation is significant at the 0.01 level (2-tailed). 

          *. Correlation is significant at the 0.05 level (2-tailed). 

It can be observed through table OP having a strong 

positive association with HC, STC, SOC, TC, and SPC at 1 

% level of significance whereas, it has a strong positive 

association with CC at 5 % level of significance. Now 
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observe HC, it has a strong positive association with STC at 

1 % level of significance and with TC at 5% level of 

significance. But it does not have a significant association 

with CC, SOC, and SPC. STC has a strong positive 

association with CC, SOC, SPC at 1% level of significance 

whereas with TC at 5 % level of significance. CC has a 

strong positive association with TC at 5 % of the level of 

significance. Whereas, it does not have a significant 

association with SOC and SPC. SOC has strong association 

at 1 % level of significance with TC and SPC. TC has a 

strong positive association with SPC at 1 % level of 

significance.  

Reliability Analysis 

Reliability analysis shows below that internal consistency of 

variables are very good as it above 0.70 in all variables. So, 

Data could bear the analysis.  

Variables Cronbach’s Alpha 

OP 0.87 

HC 0.91 

STC 0.73 

CC 0.76 

SOC 0.79 

TC 0.88 

SPC 0.90 

 

Multicollinearity Analysis  

Thumb rule for Multicollinearity is Tolerance less than 0.1 

and VIF more than 10 show multicollinearity exist. It is to 

check the viability and usefulness of data, Multicollinearity 

analysis conducted. 

Variables Multicollinearity Statistics  

 VIF Tolerance 

HC 3.237 .242 

STC 4.381 .341 

CC 5.901 .176 

SOC 3.503 .235 

TC 4.536 .281 

SPC 3.473 .311 

 

From the table results, it can be observed almost all 

variables fulfills the rule of thumb. Only CC contains the 

mild multicollinearity,but it does not require any working 

on it.  

Regression Analysis 

The model was significant, and R square shows that 

independent variables collectively explains to 

organizational performance 67.6%. Following Table shows 

the results of OLS regression.  

Variables Coefficients Sig. 

HC 3.627* .051 

STC 2.921** .025 

CC 3.418*** .003 

SOC 2.811*** .006 

TC 1.940** .036 

SPC 3.202*** .009 

 

***1% = P<.01, **5%= P<.05, *10%=P<0.10    

It can be observed from the regression table that CC, SOC, 

and SPC are having a strong positive relationship at 1% 

level of significance. Whereas, STC and TC have a strong 

positive relationship at 5% level of significance. Only HC is 

having a significant positive relationship with 

Organizational behavior at 10% level of significance.  

 

IV. CONCLUSION 

Intellectual Capital importance has raised with the 

performance evaluation for organizations in today’s era. 

Furthermore, the low-income level has become the reason 

to develop the importance of intellectual capital, especially 

in underdeveloped nations (Abbas S. K., Hassan, Asif, & 

Zainab, 2018).  It also has seen that Human capital 

relationship with organization performance is not only the 

key determinants of performance. As, Quality Education in 

Pakistan has become a challenging part ever(Maryam, 

Amen, Safdar, Shehzadi, & Abbas, 2018).So, Human 

Capital impacts but not much significant. Moreover, 

Information sharing effects broadly to employees working 

behavior(Hassan, Asif, Waqar, Khalid, & Abbas, 2018) and 

employee engagement based on services environment of an 

organization (Hassan et al., 2018). It has seen that green 

consumption is much important now in Pakistan (Hassan H. 

, Abbas, Zainab, Waqar, & Hashmi, 2018). So study 

comprehend that Structural Capital, and technological 

capital having a significant impact at organization 

performance more than Human capital but still this effect 

not much stronger. The Strongest effect upon 

Organizational performance measured in the model is of 

customer, social and spiritual capital. Results are consistent 

with (Bontis, Chua Chong Keow, & Richardson, 2000)in 

the nature of variables. Intellectual Capital is a very 

important and emerging area of research. The study 

isimplying top management of organizations and regularity 

authorities mainly. Future researchers could check the effect 

of intellectual capital with mediating role of motivation or 

dissatisfaction upon organizational performance. Even they 
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could specify the population up to specific types of 

originations.  
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Abstract— EN 1010is a low-carbon steel alloy with 

0.10% carbon content. It is known for its fairly low 

strength and low ductility; however, it can be tempered to 

increase strength. Machinability of EN 1010 carbon steel 

is measured to be fairly good. EN 1010 is commonly used 

for cold headed fasteners, rivets and bolts, in addition to 

structural, construction and automotive applications such 

as fenders, pans, nails and transmission covers. Wire 

Electric Discharge Machine (WEDM) seems to be a good 

option for machining the complicated profiles. This 

paper, find effects of various process parameters of Wire 

EDM such as pulse on time (Ton), pulse off time(Toff), 

peak current (Ip) and servo voltage (Sv) for analysis of 

cutting rate (CR) while machining EN 1010. Central 

Composite Design is used to plan the design of 

experiment. The output response variable being cutting 

rate will be measured for all number of experiments 

conducted. The optimal parameter level combination 

would be analysed which gives desired cutting rate. These 

optimized values of different parameters would then be 

used in execution the machining operation in order to 

obtain the necessary outputs. 

Keywords—CCD,Cutting Rate, EN 1010, Process 

Parameters, RSM,Wire EDM. 

 

I. INTRODUCTION 

The main objective of this paper is to study different 

parameters like(Ton,Toff,Sv,Wf) of WEDM operations 

usingresponse surface methodology, in particular central 

composite design (CCD), to develop empirical 

relationshipsbetween different process parameters and 

output response namely CR. The mathematical models so 

developedareanalysed and optimised to yield values of 

process parameters producing optimal values of output 

response. 

 

II. LITERATURE REVIEW 

Puri A.B. and B. Bhattacharyya [1] (2001) study was 

considered all the control parameters  for the machining 

operation which comprised the rough cut followed by the 

trim cut. The objective of the study has been carried out 

experimental investigation based on Taguchi method 

involving thirteen control factors with three levels for 

orthogonal array L27. The main factors are finding for 

given machine were average cutting speed, surface finish 

and geometrical inaccuracy were caused due to wire lag 

and also considered the optimum parametric settings for 

different machining situations have been found and 

selected the most appropriate cutting parameter 

combination for Wire Electrical Discharge Machining 

process to get the required surface roughness value of 

machined work pieces. 

 

Hewidy M.S et al. [2] (2005) study the development of 

the mathematical models for relating the relationships of 

the various Wire EDM machining parameters of Inconel 

601 material i.e. Peak Current, Water Pressure and Wire 

Tension on the Wear Ratio, Material Removal Rate and 

Surface Roughness. This work was used as Response 

Surface Methodology. Wire EDM process has shown its 

competence to machineInconel601 material under the 

acceptable condition of volumetric material Removal Rate 

which reached to 8mm3/min and Surface Finish less than 

1µm. 

 

Jinyuang et al. [3] (2007) discuss the development of 

reliable /multi objective optimization based on Gaussian 

process regression (GPR) to optimize the parameters of 

WIRE EDM. The process parameters were mean rate, 

pulse on time, pulse off time and the output parameters 

are MRR and surface roughness. The objective function 

was determined by the predictive reliability with a multi 

objectives were made by probabilistic variance of the 

predictive response used as empirical reliability 

measurement and responses of GPR models. The 

experiment result shows that GPR models advantage over 

other regression models in terms of model accuracy. The 

experimental optimization shows that the effectiveness of 
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controlling optimization process to produce more reliable 

solution. 

 

Andromeda T. A et al. [4](2011)studied to finding the 

Material Removal Rate in the Electrical Discharge 

Machining using the Artificial Neural Network technique. 

The result of 18 experimental runs to find out the cutting 

velocity and surface finish collected from the Die Sinking 

EDM process for the copperelectrode and the steel work 

piece. It was targeted to develop a behavioural model 

making use of input-output pattern of the raw data from 

the EDM process experiment. The use was made of 

behavioural model to predict the MRR and then the 

predicted value of MRR was compared to the actual value 

of MRR. The results showed a good harmony of 

predicting the MRR between them. 

 

Jaganjeet Singh and Sanjeev Sharma [5] 

(2013)investigate the effects of various WEDM process 

parameters on the machining quality and to optimize the 

response variables of WEDM. The work related to effects 

of various process parameters of WEDM like Ton, Toff, 

Servo voltage (Sv), Ip, Wire feed (Wf) and Wire tension 

(W t) have been investigated to demonstrate the influence 

on material removal rate of P20 Tool Steel by using 

Elektra Sprint cut 736 WEDM machine. Where the 

surface roughness was measured by Mar Surf PS5 

roughness measuring instrument. The experiments were 

used by Taguchi methodology (L18) Orthogonal Array 

and results of the experimentation were analysed by 

MINITAB software. 

 

H.V.Ravindra et al.  [6] (2014) study outlines the 

development of model to optimize the WEDM machining 

parameters using the Taguchi’s technique which was 

based on the robust design. Experimentation was 

performed as per Taguchi’s L16 orthogonal array. Each 

experiment has been performed under different cutting 

conditions of pulse-on, pulse-off, current, and bed speed. 

Molybdenum wire having diameter of 0.18 mm was used 

as an electrode. Three responses have been considered for 

each experiment namely accuracy, surface roughness, 

volumetric material removal rate. Based on this analysis, 

process parameters were optimized. ANOVA was 

performed to determine the relative magnitude ofeach 

factor and responses was done using artificial neural 

network. 

 

F. Klocke et al. [7] (2016) paper study the effect of 

different annealing and heat treatment processes of 

42CrMo4 (AISI 4140) on the S-EDM process. Hence, 

changes of state variables depending on different 

machining parameters and were considered. Therefore, 

the resulting microstructures were analyzed by scanning 

electron microscope (SEM). Additionally, residual stress 

was determined and compared to the initial state. The 

identified changes of investigated state variables were the 

described modifications. 

 

Amit. R Choudhary and P Shende [8] (2017) objective 

of this research was to investigate and predict the impact 

of the electrical parameters: peak current (I), pulse 

duration (Ton) and pulse off (Toff) on the surface 

roughness (SR), Cutting time (CT). Adaptive Neuro-

Fuzzy Inference System (ANFIS) as one of the active 

methods and also a set of new data was obtained with 

different levels. The results indicate that even with the 

complexity of the EDM process, the Adaptive Neuro-

Fuzzy Inference System (ANFIS) was found to be 

adequate in forecasting response variable with high 

accuracy 

 

III. EXPERIMENT METHODOLOGY 

3.1 Machine tool 

In this research work, CR is Output characteristics. This 

output characteristic is studied under varying conditions 

of input process parameters, which are namely pulse on 

time (Ton), pulse off time (Toff), peak current (Ip)and 

servo voltage (Sv). The experiments were performedon 

Electronica Sprintcut 734 CNC Wirecut machine as 

shown in figure 3.1. Electronica Sprintcut734 provides 

full freedom to operator in choosing the parameter values 

with in a wide range. A brass wire of0.25 mm diameter is 

used as the cutting tool material. Deionized water is used 

as dielectric, which flush away metal particle from the 

workpiece. 
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Fig.3.1: Electronica Sprintcut 734 CNC wire cut machine and its parts 

 

3.2   Material 

EN 1010 is a low-carbon steel alloy with 0.10% carbon 

content. It is known for its fairly low strength and low 

ductility; however, it can be quenched to increase 

strength. Machineability of EN 1010 carbon steel is 

measured to be equally good. EN 1010 is commonly used 

for cold headed fasteners, rivets and bolts, in addition to 

structural, construction and automotive applications such 

as fenders, pans, nails and transmission covers . Table 3.1 

gives the chemical composition of the work material. 

 

Table.3.1: Chemical composition of   EN 1010 

 

The work material used is in rectangular form of dimensions as given below. Figure 3.2 shows the workpiece material used 

for experiment purpose. 

Length = 200mm, Breadth = 100mm, Height = 10mm 

 
Fig.3.2: EN 1010 workpiece material 

 

Element C Si Mn P S 

%  age by Weight 0.1144 0.0908 0.3843 0.04255 0.02170 
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3.2 RSM and Design of Experiment 

Response surface methodology is a collection of the 

statistical and mathematical methods which are useful for 

the modelling and optimization of engineering science 

problems. Response surface methodology discovers the 

relationships between controllable input parameters and 

obtained Outputs. There are in total 21 experiments 

carried out according to design of experiments. The 

average values of CR (mm/min) are shown in Table 3.2. 

 

Table.3.2: Design of Experiment and CR 

Run Ton Toff Ip Sv CR 

1 130 50 80 10 3.68 

2 120 30 155 30 3.63 

3 110 40 80 10 2.64 

4 130 50 230 10 4.99 

5 120 40 155 30 3.69 

6 120 50 155 30 3.40 

7 120 40 230 30 3.67 

8 130 30 80 50 4.63 

9 120 40 90 30 2.65 

10 130 40 155 30 4.26 

11 110 30 80 50 2.16 

12 120 30 155 50 3.60 

13 120 40 155 30 3.65 

14 110 40 155 30 2.86 

15 120 40 155 10 3.60 

16 120 40 155 30 3.85 

17 120 40 155 30 3.84 

18 110 40 230 10 2.90 

19 110 50 230 50 2.86 

20 130 30 230 50 3.64 

21 120 40 155 30 3.86 

 

IV. RESULT AND DISCUSSIONS 

4.1 Analysis of Cutting rate 

According to fit summary obtained from analysis, it is 

found that the quadratic model is statistically significant 

for CR. The results of quadratic model for CR in the form 

of ANOVA are presented in Table 4.1.If F value is more 

corresponding, p value must be less and corresponding 

resulting in a more significant coefficient. Non-significant 

terms are removed by the backward elimination for fitting 

of CR in the model. Alpha out value is taken as 0.05 

(i.e.,95 % confidence level). It is found from the Table 4.1 

that F value of model is 27.05 and related p value 

is<0.0001 results in a significant model. The lack of fit is 

a measure of failure of model to represent data in 

experimental field at which the points are not included in 

regression differences in model that cannot be accounted 

for by the random error. If there is the significant lack off 

it, as indicated by the low probability value, response 

predictor is discarded. Lack of fit is non-significant and 

its value is 5.80.From Table 4.1 it is found that R² of 

model is 0.970641, which is very close to 1. It means 

that97.06 % variation can be explained by the model and 

only0.02% of the total variation cannot be explained, 

which is the indication of good accuracy. The predicted 

R² is in the logical concurrence with adjusted R2 of 

0.238569. Figure4.1 shows normal probability plot of 

residuals for CR. Most of residuals are found around 

straight line, which means that the errors are normally 

distributed. Adequate precision compares significant 

factors to non-significant factors, i.e., signal to noise ratio. 

According to results obtained from software, ratio greater 

than 4 is desirable. In this, adequate precision is 22.943. 

So, signal to noise ratio is significant. By applying 

multiple regression analysis  on experimental data, 

empirical relation in terms of actual factors obtained as 

follows, equation 4.1 

 

CR= -4.27428+0.09818*Ton-

0.1317*Toff+0.00868*Ip+0.02138*Sv - 0.000254033                      

*Ton2 - 0.001275*Toff2  - 0.0000877977*Ip 2  - 
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0.0014*Sv2 -0.00005Ton*Ip + 0.00134 Ton 

*Sv+0.00171*Toff*Ip - 

0.0049*Toff*Sv+0.00046Ip*Sv;(4.1) 

 

Table.4.1: ANOVA of Response Surface for cutting rate 

Pooled ANOVA for Response Surface Reduced Quadratic Model Analysis of variance table 

[Partial sum of squares] 

Source Sum of 

Squares  
DF Mean 

Square 

F 

Value 

P-value 

Prob> F 
 

Model 8.805163 11 0.800469 27.04977 < 0.0001 Significant 

A-Ton 1.532993 1 1.532993 51.80349 < 0.0001  

B-Toff 0.041116 1 0.041116 1.389393 0.2687  

C-Ip 1.033738 1 1.033738 34.93246 0.0002  

D-Sv 0.666173 1 0.666173 22.51156 0.0011  

AC 0.450635 1 0.450635 15.22804 0.0036  

AD 0.281203 1 0.281203 9.502527 0.0131  

BC 1.192385 1 1.192385 40.29354 0.0001  

BD 0.483252 1 0.483252 16.33023 0.0029  

CD 0.465452 1 0.465452 15.72873 0.0033  

A2 0.105407 1 0.105407 26.34125 0.0009  

B2 0.423345 1 0.423345 16.8713 < 0.0001  

C2 0.619743 1 0.619743 20.94259 0.0013  

D2 0.300854 1 0.300854 10.16659 0.0110  

Residual 0.266332 9 0.029592    

Lack of Fit 0.234052 5 0.04681 5.80055 0.0567 Not significant 

Pure Error 0.03228 4 0.00807    

Cor Total 9.071495 20   

Std. Dev. 0.172025  R-Squared 0.970641 

Mean 3.529524  Adj R-Squared 0.934757 

C.V. % 4.873876  Pred R-Squared 0.238569 

PRESS 6.907321  Adeq Precision 22.94323 

 

Fig.4.1: Normal plot of residual for cutting rate 
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4.2 Effect of Process parameters on Cutting rate 

The combined effect of two Process Parameters on 

Output variables is called interaction effect. For 

interaction plot, two parameters vary keeping the other 

two process parameters constant at their central value and 

observe effect on Output characteristics. This plot is 

called three-dimensional surface plot. So, the significant 

interactions are shown in figures 4.2-4.7. 

The interaction effect of pulse on time (Ton) and pulse off 

time (Toff) on cutting rate (CR) is shown graphically in 

figure 4.2. According to this, cutting rate (CR) attains a 

peak value of 4.5 mm/min; when Ton is increased from 

110 to 130µswith Toff remain unchanged at 30µs. This is 

because at high value of Ton and corresponding lower 

value of Toff result in longer duration of spark occur 

which leads to higher discharge energy subjected on work 

piece causing faster and greater erosion of material. It also 

shows that CR attains a minimum value of 2.8 mm/min; 

when Toff is increased from 30 to 50µs with Ton remain 

unchanged at 110µs. This is due to the fact that lower 

value of Ton with a higher value of Toff results in a 

smaller duration of spark to occur that leads to less 

amount of release of spark energy causing slower erosion 

of material. 

 

Fig.4.2: Interaction effect of Ton and Toff on cutting rate (CR) 

 

Figure 4.3 shows the interaction effects of pulse on time (Ton) and peak current (Ip) on cutting rate (CR). The cutting rate is 

increased from 1.3 to 3.65 mm/min when peak current is increased from 80A to 230A with pulse on time remain unchanged 

at 110 µs.  

 
Fig.4.3: Interaction effect of Ton and Ip on cutting rate (CR)  

 

On the other hand, on increasing the pulse on time value 

from 110 to 130µs the cutting rate increased from 1.3 to 

3.65 mm/min with peak current remain unchanged 80A. 

On setting the pulse on time and peak current to the 

highest level 130µs and 230A respectively the cutting rate 

increases to the maximum value of 4.3 mm/min. Increase 
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in peak current leads to the increase of the cutting rate. 

This can be explained by the fact that at higher peak 

current the pulse energy increases resulting in higher 

melting and evaporation of the work piece. By increasing 

the peak current value, the temperature around the spark 

increases which leads to fast melting of the material at a 

high rate that increases the cutting rate of the process. 

Interaction effect of pulse off time (Toff) and peak current 

(Ip) on cutting rate (CR) is shown in figure 4.4. When 

pulse off time is varied from 30 to 50µs, with a constant 

peak current of 80 A, the cutting rate decreased from 2.58 

to 1.2 mm/min.  

 

Fig.4.4: Interaction effect of Toff and Ip on cutting rate (CR)  

 

It is due to the fact that on increasing the time gap 

between the two consecutive sparks the process of erosion 

of material becomes slow. By increasing the peak current 

from 80 to 230 A, the cutting rate increased from 2.58 to 

4.5 mm/min as on increasing the peak current the pulse 

energy increases resulting in higher melting and erosion 

of work piece material. 

The interaction effect of pulse off time (Toff) and servo 

voltage (Sv) (figure 4.5) depicts that a larger cutting 

rateof 4.5 mm/min is  obtained at lower values of Toff 

(30µs) and Sv (10V) owing to the reasons mentioned 

earlier. On increasing the values of pulse off time from 30 

to 50µs and servo voltage from 10 to 50V the cutting rate 

decreased to 1.4 mm/min. Sv is the reference voltage in 

the gap. Higher is the Sv, larger the gap between wire and 

work piece. It takes a large time for discharge to build up 

and hence cutting rate need to be reduced by the control 

system. 

 
Fig.4.5: Interaction effect of Toff and Sv on cutting rate (CR)  
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The interaction effect of pulse off time (Ton) and servo 

voltage (Sv) (figure 4.6) depicts that a larger cutting 

rateof 4.3 mm/min is  obtained at maximum values of Ton 

(130µs) On increasing the values of pulse on time from 

110 to 130 µs so the cutting rate is increased up to 4.3 

mm/min. This is because at high value of Ton result in 

longer duration of spark occur which leads to higher 

discharge energy subjected on work piece causing faster 

and greater erosion of material. It also shows that CR 

attains a minimum value of 1.5 mm/min;when Sv is 

increased from 10to 50V. Sv is the reference voltage in 

the gap. Higher is the Sv, larger the gap between wire and 

work piece. It takes a large time for discharge to build up 

and hence cutting rate need to be reduced by the control 

system. 

 
Fig.4.6: Interaction effect of Ton and Sv on cutting rate (CR)  

 

Interaction effect of and peak current (Ip) and Servo 

Voltage (Sv) on cutting rate (CR) is shown in figure 4.7. 

When Peak current is varied from 80 to 230A. so the 

cutting rate is increased from 1.3 to 3.8 mm/min. On 

increasing the peak current, the pulse energy increases 

resulting in higher melting and erosion of work piece 

material and the Servo voltage is increased from 10 to 50 

v with cutting rate is decreased from 3.8 to 1.3 mm/min. 

It is due to the fact that on increasing the time gap 

between the two consecutive sparks the process of erosion 

of material becomes slow. 

 

 
Fig.4.7: Interaction effect of Ip and Sv on cutting rate 
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V. CONCLUSION 

In this paper the effect of Process Parameters on Cutting 

Rate is optimized, it is concluded that: 

1. Main effect of pulse on time, pulse off time, peak 

current and servo voltage and interaction effect of 

pulse on time and pulse off time, pulse on time and 

peak current, pulse off time and peak current, pulse 

on time and servo voltage,pulse off time and servo 

voltage, peak current and servo voltage and second 

order of pulse on time, pulse off time, peak current 

and servo voltage found to be important from the 

ANOVA of cutting rate. 

2. It was found experimentally and by successive 

analysis that on increasing the pulse on time and 

peak current, the cutting rate increases, whereas 

increasing the pulse off time and servo voltage 

decreases the cutting rate. The higher discharge 

energy associated with the increase of pulse on time 

leads to a more controlling explosion and thus 

increases cutting rate. 

3. For Output parameter, the predicted values of the 

response are in close agreement with experimental 

results. 
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Abstract— The term steel is used for many different 

alloys of iron. All steels cover small amounts of carbon 

and manganese. There do exist many types of steels which 

are(among others) plain carbon steel, stainless steel, 

alloysteel and tool steel. Carbon steel is the most 

extensively used kind of steel. The properties of carbon 

steel depend mainly on the amount of carbon it contains. 

Maximum carbon steel has a carbon content of less than 

1%. Carbon steel is made into an extensive range of 

products, including structural beams, car bodies. In fact, 

there are 3 types of plain carbon steel namely low carbon 

steel, medium carbon steel, high carbon steel. It is good 

to exact that plain carbon steel is a type of steel having a 

maximum carbon content of 1.5% along with small 

percentages of silica, Sulphur, phosphorus and 

manganese. EN 1010 is a lowest amount of carbonalloy 

steel alloy with carbon content of 0.10%. Machineability 

of EN  1010 carbon steel is measured to be fairly good. 

EN 1010 is usually used for rivets and bolts, construction 

and automotive applications such as pans, nails and 

transmission cover. The objective of paper is to study the 

effect of process parameters namely pulse on time, pulse 

off time, peak current and servo voltage on surface 

roughness(SR).The effect of process parameters on 

productivity and accuracy facts is material dependent. To 

study parametric effect on Surface Roughness a Central 

Composite design approach of response surface 

methodology (RSM) is used to plan and study the 

experiments. The mathematical relationships between 

WEDM input process parameters and response parameter 

namely surface roughness is established to determine 

optimal values of surface roughness mathematically and 

graphically.The Analysis of variance (ANOVA) is 

performed to find statistically significant process 

parameters. Interaction effects of process parameters on 

surface roughness are analysed using statistical and 

graphical representations. 

Keywords— ANOVA, CCD, EN 1010, RSM, Surface 

Roughness, Wire EDM. 

I. INTRODUCTION 

The objective of this paper is to analyse the effect of 

different input process parameters like pulse on time 

(Ton), pulse off time (Toff), peak current (Ip) and servo 

voltage (Sv) of Wire EDM on output response 

namelysurface roughness using response surface 

methodology(RSM), in particular the central composite 

design (CCD). The mathematical models so produced 

have been analysed and optimized to give the values of 

process parameters producing the optimal values of the 

Surface Roughness 

 

II. LITERATURE REVIEW 

HoK. H et al. [1] (2004)reviewed the large array of 

research work done from inception of the EDM process to 

its development. It suggested on the Wire EDM research 

work involving optimization of the process parameters , 

influence of different factors affecting the productivity 

and machining performance. The paper also showed the 

adaptive monitor and control of process investigating the 

possibility of different control strategies to obtain the 

optimum machining conditions 

 

Ramakrishnan R. and Karuna Moorthy L. [2] (2008) 

described the growth of Artificial Neural Network (ANN) 

models and the Multi Responseoptimization technique to 

envisage and select the best cutting parameters of Wire 

Electrical Discharge Machining (WEDM) process. To 

envisage the performance characteristics  viz. Surface 

Roughness, Material Removal Rate Artificial Neural 

Network models were formed using the Back-Propagation 

algorithms. Inconel 718 was selected as the work material 

to conduct the experiments. Experiments were done as per 

the Taguchi’s L9 Orthogonal Array. The responses were 

optimized using the Multi Response Signal-To-Noise 

(MRSN) ratio in addition to the Taguchi’s parametric 

design approach 
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Pa Jagannathan et al. [3] (2012) This paper studied of 

EN31 used material as a workpiece. It is done in Taguchi 

L27 orthogonal array (OA) by Design of experiments 

(DOE) table. In this paper a WEDM process rough 

machining gives lesser accuracy and finish machining 

gives fine surface finish, but it reduces the machining 

speed. Hence the result was obtained by improve the 

MRR and reduce the Ra as the objective, which was done 

by Taguchi method. 

 

Noor khan et al. [4] (2013) investigation the parameters 

of wire electric discharge machining of high strength and 

low alloy (HSLA) steels has been carried out. HSLA 

steels provide greater resistance to atmospheric corrosion. 

The work has been done using Taguchi L9 orthogonal 

array. Each experiment was conducted under different  

parameters combinations of pulse on time, pulse off time 

and peak current. The machining parameter was 

optimized combination by using the ANOVA for 

determine the level of the machining parameters on 

micro-hardness. The study was used as Taguchi technique 

for minimum number of marks on the surface S. 

 

Sivanaga et al. [5] (2014) This work deals with the effect 

of thickness of the job on discharge current, cutting speed, 

spark gap/over cut, metal removal rate and surface 

roughness value of high carbon high chromium steel (HC-

HCr). In this work a die steel cut by wire-electrical 

discharge machining (WEDM) was used. To obtain a 

good quality workpiece the machine was experimentally 

optimized. The mathematical relation developed for 

estimated thickness of workpiece for an output criterion. 

 

Kumar Jitender and Rupesh [6] (2015) study that multi 

response optimization technique has been undertaken by 

using traditional method in finish cut WEDM. In this 

paper pure titanium used as a work material. The effect of 

process parameters on response variables i.e. MRR, 

surface roughness. Two different types of electrodes were 

used in this work to predict the MRR over a wide range of 

parameters. Result was obtained using ANOVA. 

 

Abhijit Sahal and Himadri Majumder [7] (2016) this 

paper process capability study was performed for turning 

operation. Three process input like spindle speed, feed 

and depth of cut has been chosen for process capability 

study in plain turning operation by Taguchi’s L27 

orthogonal array. Process Capability Index was estimated 

for two machining characteristics frequency of tool 

vibration and average surface roughness. Single response 

optimization was affected for these two machining 

qualities to travel the input settings, which could optimize 

turning process ability. Optimum limit settings for 

frequency of tool vibration and average surface roughness 

were found to be spindle speed: 240 rpm, feed: 0.16 

mm/rev, depth of cut 0.2 mm and spindle speed: 240 rpm, 

feed: 0.16 mm/rev, depth of cut: 0.1 mm. respectively. 

 

Kumar Sujeet Chaubey and Kumar Neelesh Jain[8] 

(2017) paper presents review of the past research work 

accepted out on manufacturing of micro spur and helical 

gears highlighting their material, specifications, type of 

manufacturing processes used, their capabilities and 

limitations. It exposes most of the past work has attentive 

on manufacturing of meso and micro spur gear using 

various micro-manufacturing processes which yield poor 

quality. The optimization of input parameters of the micro 

manufacturing processes distressing quality of the meso 

and micro gears. Based upon these exposures, it also 

categorizes the commands and possibility for future 

research in this significant area of micro-manufacturing. 

 

III. EXPERIMENT METHODOLOGY 

3.1 Machine tool 

In this research work, SR is Output characteristics. This 

output characteristic is studied under varying conditions 

of input process parameters, which are namely pulse on 

time (Ton), pulse off time (Toff), peak current (Ip)and 

servo voltage (Sv). The experiments were performed on 

Electronica Sprintcut 734 CNC Wirecut machine as 

shown in figure 3.1. Electronica Sprintcut734 provides 

full freedom to operator in choosing the parameter values 

with in a wide range. A brass wire of0.25 mm diameter is 

used as the cutting tool material. Deionized water is used 

as dielectric, which flush away metal particle from the 

workpiece. 
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Fig.3.1: Electronica Sprintcut 734 CNC wire cut machine and its parts 

 

3.2   Material 

EN 1010 is a low-carbon steel alloy with 0.10% carbon 

content. It is known for its fairly low strength and low 

ductility; however, it can be quenched to increase 

strength. Machineability of EN 1010 carbon steel is 

measured to be equally good. EN 1010 is commonly used 

for cold headed fasteners, rivets and bolts, in addition to 

structural, construction and automotive applications such 

as fenders, pans, nails and transmission covers . Table 3.1 

gives the chemical composition of the work material. 

 

Table.3.1: Chemical composition of   EN 1010 

 

The work material used is in rectangular form of dimensions as given below. Figure 3.2 shows the workpiece material used 

for experiment purpose. 

Length = 200mm, Breadth = 100mm, Height = 10mm 

 
Fig.3.2: EN 1010 workpiece material 

Element C Si Mn P S 

%  age by Weight 0.1144 0.0908 0.3843 0.04255 0.02170 
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3.2   RSM and Design of Experiment 

Response surface methodology is a collection of the 

statistical and mathematical methods which are useful for 

the modelling and optimization of engineering science 

problems. Response surface methodology discovers the 

relationships between controllable input parameters and 

obtained outputs. There are in total 21 experiments 

carried out according to design of experiments. The 

average values of SR (μm) are shown in Table 3.2. 

 

Table.3.2: Design of Experiment and SR 

Run Ton Toff Ip Sv SR 

1 130 50 80 10 2.69 

2 120 30 155 30 2.68 

3 110 40 80 10 2.49 

4 130 50 230 10 2.98 

5 120 40 155 30 2.7 

6 120 50 155 30 2.60 

7 120 40 230 30 2.99 

8 130 30 80 50 2.80 

9 120 40 90 30 2.50 

10 130 40 155 30 2.8 

11 110 30 80 50 2.4 

12 120 30 155 50 2.62 

13 120 40 155 30 2.7 

14 110 40 155 30 2.58 

15 120 40 155 10 2.61 

16 120 40 155 30 2.78 

17 120 40 155 30 2.76 

18 110 40 230 10 2.59 

19 110 50 230 50 2.56 

20 130 30 230 50 2.70 

21 120 40 155 30 2..79 

 

IV. RESULT AND DISCUSSIONS 

4.1 Analysis of Surface Roughness  

According to fit summary obtained from analysis, it is 

found that the quadratic model is statistically significant 

for SR. The results of quadratic model for SR in the form 

of ANOVA are presented in Table 4.1.If F value is more 

corresponding, p value must be less and corresponding 

resulting in a more significant coefficient. Non-significant 

terms are removed by the backward elimination for fitting 

of SR in the model. Alpha out value is taken as 0.05 

(i.e.,95 % confidence level). It is found from the Table 4.1 

that F value of model is 12.35 and related p value 

is<0.0001 results in a significant model. The lack of fit is 

a measure of failure of model to represent data in 

experimental field at which the points are not included in 

regression differences in model that cannot be accounted 

for by the random error. If there is the significant lack of 

fit, as indicated by the low probability value, response 

predictor is discarded. Lack of fit is non-significant and 

its value is 2.55.From Table 4.1 it is found that R² of 

model is 0.9851, which is very close to 1. It means 

that98.51 % variation can be explained by the model and 

only0.02% of the total variation cannot be explained, 

which is the indication of good accuracy. The predicted 

R² is in theological concurrence with adjusted R2 of 

0.9071. Figure4.1 shows normal probability plot of 

residuals for SR. Most of residuals are found around 

straight line, which means that the errors are normally 

distributed. Adequate precision compares significant 

factors to non-significant factors, i.e., signal to noise ratio. 

According to results obtained from software, ratio greater 

than 4 is desirable. In this, adequate precision is 15.724 

So, signal to noise ratio is significant. By applying 

multiple regression analysis  on experimental data, 

empirical relation in terms of actual factors obtained as 

follows, equation 4.1 
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SR = -1.8576415+ 0.0317377*Ton+0.061463*Toff-

0.015994*Ip + 0.759481*Sv -  0.00085794 *Ton2 – 

0.0010708*Toff2+ 0.000839373* Ip2– 

0.0006304*Sv20.0001514*Ton*Ip+ 

0.0004403*Toff*Ip- 0.0017092Toff*Sv  + 0.0001524 

*Ip*Sv                                                                    ;(4.1)     

 

Table.4.1:  ANOVA of Response surface for surface roughness 

ANOVA for Response Surface Reduced Quadratic Model 

Analysis of variance table [Partial sum of squares] 

Source Sum of 

Squares  
DF Mean 

Square 

F 

Value 

p-value 

Prob> F 

 

 
Model 0.400373 10 0.04004 12.354 0.0002 Significant 

A-Ton 0.0277652 1 0.02777 8.5674 0.0151  

B-Toff 0.0145212 1 0.01452 4.4807 0.0604  

C-Ip 0.1523956 1 0.1524 47.024 < 0.0001  

D-Sv 0.0411476 1 0.04115 12.697 0.0052  

AC 0.0439432 1 0.04394 13.559 0.0042  

BC 0.0859131 1 0.08591 26.51 0.0004  

BD 0.0599051 1 0.05991 18.485 0.0016  

CD 0.0523508 1 0.05235 16.154 0.0024  

A2 0.086463 1 0.086463 648.0429 < 0.0001  

B2 0.0205861 

 

1 0.02059 

 

6.3522 

 

0.0304 

 

 

C2 0.002992 1 0.002992 22.42587 0.0021  

D2 0.0710337 

 

1 0.07103 

 

21.919 

 

0.0009 

 

 

Residual 0.032408 10 0.00324    

Lack of Fit 
0.025688 6 0.00428 

2.5484 

 

0.1922 

 

Not 

significant 

Pure Error 0.00672 4 0.00168    

Cor Total 0.432781 20     

Std. Dev. 0.056928  R-Squared 0.9251 

Mean 2.682381  Adj R-Squared 0.8502 

C.V. % 2.1222938  Pred R-Squared 0.9071 

PRESS 0.8124115  Adeq Precision 15.724 

 

 

 
Fig.4.1: Normal plot of residual for surface roughness 
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4.2 Effect of Process parameters on Surface Roughness  

The combined effect of two Process Parameters on Output 

variables is called interaction effect. For interaction plot, 

two parameters vary keeping the other two process 

parameters constant at their central value and observe 

effect on Output characteristics. This plot is called three-

dimensional surface plot. So, the significant interactions 

are shown in figures 4.2-4.7 

The interaction effect of pulse on time (Ton) and pulse off 

time (Toff) on surface roughness (SR) is shown in the 

figure 4.2. From the figure it is observed that as the value 

of Ton is increased from 110 to 130µs and Toff constant 

at 30 µs the surface roughness value increased from 2.68 

to 2.832 μm. When the value of Toff is increased from 30 

to 50 µs and Ton constant at 110 µs the surface roughness 

value decreased from 2.695 to 2.5475 μm.  

 
Fig.4.2: Interaction effect of Ton and Toff on surface roughness (SR) 

 

The increase in surface roughness due to increase in pulse 

on time is due to the fact that a high value of Ton causes 

longer duration of spark to occur which leads to higher 

discharge energy which enters deep inside the material. 

This removes large amounts of material from the work 

piece producing large hollows. Large hollows are clear 

indicator of large surface roughness. The decrease in 

surface roughness due to increase in pulse off time is  due 

to the fact that larger value of pulse off time increases the 

gap between the two successive sparks which results in 

impingement of lower discharge energy leading to the 

removal of fine particles of materials from work piece 

surface, hollows obtained are light. Hence, lower surface 

roughness is obtained. 

The interaction effect of pulse on time (Ton) and peak 

current (Ip) on surface roughness (SR) is shown in the 

figure 4.3. From the figure it is observed that as the value 

of Ton is increased from 110 to 130µs and Ip constant at 

80A the surface roughness value increased from 2.5475 to 

2.90m. When the value of Ip is increased from 80 to 230A 

and Ton constant at 110 µs the surface roughness value 

increased from 2.68 to 2.832μm.  

 
Fig.4.3: Interaction effect of Ton and Ip on surface roughness (SR)  
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The increase in surface roughness due to increase in pulse 

on time is due to the reason mentioned earlier. The 

increase in surface roughness due to increase in peak 

current is due to the fact that a larger value of peak 

current increases the temperature of discharge channel. 

The energy obtained at large level of Ip has larger heat 

energy that enter deep inside the material and larger piece 

of material are removed, which produces larger hollow on 

work piece surface. Hence, surface roughness increases. 

The interaction effect of pulse off time (Toff) and peak 

current (Ip) on surface roughness (SR) is shown in the 

figure 4.4. From the figure it is observed that as the value 

of Toff is increased from 30 to 50µs and Ip constant at 

80A the surface roughness value decreased from 2.695 to 

2.5475μsm. When the value of Ip is increased from 80 to 

230A and Toff constant at 30 µs the surface roughness 

value increased from 2.68 to 2.832μm. The decreased in 

surface roughness due to increase in pulse off time is due 

to the reason mentioned earlier. The increase in surface 

roughness due to increase in peak current is due to the 

fact that a larger value of peak current increases the 

temperature of discharge channel. The energy obtained at 

large level of Ip has larger heat energy that enter deep 

inside the material and larger piece of material are 

removed, which produces larger hollow on work piece 

surface. Hence, surface roughness increases. 

 

Fig.4.4: Interaction effect of Toff and Ip on surface roughness (SR) 

 

The interaction effect of pulse off time (Toff) and servo 

voltage (Sv) on surface roughness (SR) is shown in the 

figure 4.5. From the figure it is observed that as the value 

of Toff is increased from 30 to 50V and Sv constant at 

10V the surface roughness value decreased from 2.695 to 

2.5475μm. When the value of Sv is increased from 10 to 

50V and Toff constant at 30 µs the surface roughness 

value decreased from 2.695 to 1.5μm. The decrease in 

surface roughness due to increase in pulse off time due to 

the reasons mentioned earlier. The decrease in surface 

roughness due to increase in servo voltage is due to the 

reason that a high value of servo voltage increases the gap 

between two successive sparks. Higher the servo voltage 

longer is the discharge waiting time which results in 

lower discharge energy, which produces thin hollow on 

work piece and hence lower surface roughness is 

obtained. 

 
Fig.4.5: Interaction effect of Toff and Sv on surface roughness (SR)  
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The interaction effect of pulse on time (Ton) and servo 

voltage (Sv) on surface roughness (SR) is shown in the 

figure 4.6. From the figure it is observed that as the value 

of Ton is increased from 110 to 130 V and Sv constant at 

10V the surface roughness value is increased from 2.5495 

to 3.0μm. When the value of Sv is increased from 10 to 

50V and Ton constant at 110 µs the surface roughness 

value decreased from 2.695 to 1.5μm. The increase in 

surface roughness due to increase in pulse on time due to 

the reasons mentioned earlier. The decrease in surface 

roughness due to increase in servo voltage is due to the 

reason that a high value of servo voltage increases the gap 

between two successive sparks. Higher the servo voltage 

longer is the discharge waiting time which results in 

lower discharge energy, which produces thin hollow on 

work piece and hence lower surface roughness is 

obtained. 

 

Fig.4.6: Interaction effect of Ton and Sv on surface roughness 

 

The interaction effect of peak current (Ip) and servo 

voltage (Sv) on surface roughness (SR) is shown in the 

figure 4.7. From the figure it is observed that as the value 

of Ip is increased from 80 to 230A and Sv constant at 10V 

the surface roughness value increased from 2.45 to 3.0 

μm. When the value of Sv is increased from 10 to 50V 

and Ip constant at 80A the surface roughness value 

decreased from 2.500 to 1.591 μm. The increase in 

surface roughness due to increase in peak current and 

decrease in surface roughness due to increase in servo 

voltage is due to the reasons mentioned earlier.  

 
 

Fig.4.7: Interaction effect of Ip and Sv on surface roughness (SR)  
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V. CONCLUSION 

In this paper the effect of Process Parameters on Surface 

Roughness is optimized, it is concluded that: 

1. Main effect of pulse on time, pulse off time, peak 

current and servo voltage and interaction effect of 

pulse on time and pulse off time, pulse on time and 

peak current, pulse off time and peak current, pulse 

on time and servo voltage, pulse off time and servo 

voltage, peak current and servo voltage and second 

order of pulse on time, pulse off time, peak current 

and servo voltage found to be important from the 

ANOVA of surface roughness  

2. Surface Roughness (SR) of the machined surface 

increased with increase in pulse on time because 

the discharge energy becomes more controlling 

with increasing pulse on time, whereas with 

increase in pulse off time and servo voltage surface 

finish increases. On increasing the value of peak 

current, surface roughness of the machined surface 

increases whereas on decreasing the peak current 

surface roughness decreases. 

3. For Output parameter, the predicted values of the 

response are in close agreement with experimental 

results. 

 

REFERENCES 

[1] Ho, K.H., Newman, S.T., Rahimifards, S. and Allen, 

R.D., 2004, “State of the art in wire electrical 

discharge machining (WEDM)”, International 

Journal of Machine Tools & Manufacture, pp. 1247-

1259. 

[2] Ramakrishnan, R. and Karunamoorthy, L;2008, 

“Modeling and multi-response optimization of 

Inconel 718 on machining of CNC WEDM process”, 

Journal of Materials Processing Technology , pp. 

343-349. 

[3] P, Jaganathan; Kumar Naveen.T; Dr.R. Siva 

Subramanian; 2012, “Machining Parameters 

optimization of WEDM Process using Taguchi 

method”,International Journal of Scientific and 

Research, Vol.2 

[4] Zaman Khan, Noor; Wahid, Mohd. Atif; Singh, 

Stayover; Sidiquee, Arshad noor; A. khan, Zahid., 

2013, “A study of Microhardness on WEDM using 

Taguchi Method”, International Journal of 

Mechanical and Production Engineering, vol. 1. 

[5] Malleswara Rao, S. Sivanaga and Parameswara Rao, 

Ch. V.S; 2014, “Parametric Evaluation for 

machining Die steel with WEDM”, International 

Journal of Scientific and Research Publications, vol. 

3 (3), pp. 2250-3153. 

[6] Chalisgaonkar, Rupesh and Kumar, Jatinder; 2015, 

“Multi-response optimization and modelling of trim 

cut WEDMoperation of commercially pure titanium 

(CPTi) considering multipleuser's preferences”, 

International Journal of Engineering Science and 

Technology, pp. 125-134 

[7] Saha, Abhijit and Majumder, Himadri; 2016, 

“Performance Analysis and Optimization in Turning 

of ASTM 36 through Process Capability 

Index”Journal of King Saud University - 

Engineering Sciences. 

[8] Chaubey, Sujeet Kumar and Jain, Neelesh Kumar; 

2017, “State-of-art review of past research on 

manufacturing of meso and microcylindrical gears”, 

International Journal ofPrecision Engineering 

Research. 

 

https://dx.doi.org/10.22161/ijaems.4.7.6
http://www.ijaems.com/


International Journal of Advanced Engineering, Management and Science (IJAEMS)                        [Vol-4, Issue-7, Jul- 2018] 

https://dx.doi.org/10.22161/ijaems.4.7.7                                                                                                                    ISSN: 2454-1311 

www.ijaems.com                                                                                                                                                                          Page | 543 

Development of Interactive E-Module for Global 

Warming to Grow of Critical Thinking Skills 
Wayan Suwatra1, Agus Suyatna2*, Undang Rosidin2 

 

1SMAN 9 Bandar Lampung, Indonesia 
2Physics Education Department, Lampung University, Bandar Lampung, Indonesia 

*Corresponding author:asuyatna@yahoo.com 

 

Abstract— Critical thinking skills are important for 

solving global warming problems. This critical thinking 

skill is grown through learning with an interactive e-

module for global warming designed to cultivate critical 

thinking skills.The purpose of this research is to develop 

an interactive e-module for critical thinking skills on 

global warming. This research was designed with 

Research and Develomment (R&D). The product has 

been validated by the design of the learning expert 

through the assessment and qualitatively analyzed 

descriptive. The product was tested with a quasi 

experimentsNon-equivalent control group pretest-

posttest.Classroom experimental learning using an 

interactive e-module, but control class learning using 

conventional books. The test subjects are students from 

one high school in Bandar Lampung. The result is that 

the average of N-gain of experiment class is higher than 

control class, that is 0.77 for the experimental class and 

0.55 for the control class. The ability of critical thinking 

skills on global warming for the experimental class 

increased significantly by 95%. In conclusion e-module 

interactive global warming can cultivate critical thinking 

skills. 

Keywords— interactive e-Module, critical thinking, 

global warming. 

 

I. INTRODUCTION 

Global warming is one of the environmental issues of 

rising earth temperatures due to rising greenhouse gas 

emissions in the atmosphere caused by human attitudes. 

Shepardson et al (2011) states that temperature changes 

impact climate change, rainfall patterns and bad weather. 

Climate change in Indonesia such as changes in the rainy 

season, the length of the dry season, floods, whirlwinds, 

and others. 

The impact of global warming can be reduced by 

understanding the effects of global warming. Students are 

expected to have a critical attitude on the behavior of 

greenhouse gas donations. Therefore, the Government of 

Indonesia is making global warming a part of the 

curriculum of junior and senior secondary schools 

(Curriculum Developing Team, 2014). The government's 

move is positive and relevant to current conditions. 

Rosidin and Suyatna (2017) showed that the 

understanding of Indonesian students about global 

warming is very low. This not only happens in Indonesia, 

according to Yazdanparast et al, (2013) students do not 

have enough information about the phenomenon of 

globalization. Shepardson et al (2011) says there are still 

middle school students from the Midwest who are 

confused about the greenhouse effect and the type of 

radiation in the greenhouse effect. Efforts to grow critical 

thinking skills have been done, such as by Susanto, et al 

(2016) by developing interactive multimedia. Maria et al. 

(2016) by developing the Learning Cycle 7E student 

worksheet. Novrizawati, et al. (2017) by developing 

TRAPI learning model, but has not obtained optimal 

results. This problem will be tackled by providing an 

interactive e-module that can cultivate critical thinking 

skills on global warming, especially in the formation of 

greenhouse gases in the atmosphere caused by human 

behavior.Communication information technology (ICT) 

as a learning resource an innovative learning process 

where the learning process becomes more varied, not 

limited by space, time and age. One of the real forms of 

ICT as a learning resource is the interactive electronic 

module. According to Susanto et al (2015) the use of 

interactive multimedia global warming is more effective 

than conventional learning. Provision of stimulus can 

train students' critical thinking skills, which can be done 

in learning (Snyder & Snyder, 2008). Critical thinking 

skills can be achieved through investigation-based 

learning (Ching and Fong, 2013). Students can acquire 

knowledge, behavior, and skills by learning materials 

(Dimyati and Mudjiono, 2013). 

Learning is the process by which a person undertakes to 

obtain a whole new change of behavior as a result of his 

own experience in interaction with his environment 

(Slameto, 2013). Related to that, one of the ways that can 

be taken is to optimize the use of techno-logical 

development in the preparation of teaching materials. 

Available teaching materials are generally static, so less 

able to cultivate the power of critical thinking, creative, 

innovative and care about the environment. If in the study 

of physical matter displayed natural phenomena in the 

form of animation and video, then learners as if 

https://dx.doi.org/10.22161/ijaems.4.7.7
http://www.ijaems.com/


International Journal of Advanced Engineering, Management and Science (IJAEMS)                        [Vol-4, Issue-7, Jul- 2018] 

https://dx.doi.org/10.22161/ijaems.4.7.7                                                                                                                    ISSN: 2454-1311 

www.ijaems.com                                                                                                                                                                          Page | 544 

experiencing phenomena observed. The concept of global 

warming can be easily understood and long-lasting when 

learning is related to everyday life and packed interesting 

so as to motivate students to learn. Teaching materials can 

be packaged in the form of conventional books or 

electronic modules. Innovations in electronic modules, 

can be designed interactively and incorporate 

technologies that develop in time. The contents of the 

interactive electronic module of the students are more 

varied by incorporating moving images (video), 

animation, simulation, and materials in an integrated 

manner. 

In learning physics students not only hear, record and 

remember from the subject matter presented by the 

teacher, but more emphasis on the ability of students to be 

able to solve problems and act (make observations, 

experiment, discuss a problem, answer questions and 

apply concepts and laws to solve the problem) tothe 

learned, then communicate the results. The interactive 

electronic module for students can be a guideline in the 

learning process, as well as a means of evaluating the 

achievement of learning outcomes. Student learning 

outcomes can be formulated through a well-structured 

learning process using appropriate models, instructional 

materials, and assessments. TRAPI learning model can 

improve critical thinking ability (Novrizawati, et al., 

2017) and Authentic assessment of global warming 

materials in the learning process can improve student’s 

critical thinking ability (Damayanti, et al., 2017). 

According to Ennis, (1996) that the sub-ability of critical 

thinking is deciding what action should be trusted or 

done. These measures accommodate what needs to  be 

done to achieve the learning objectives that have been 

formulated.The result of observation at high school in 

Bandar Lampung is from 30 students who were 

questioned in 80% of students did not know the cause of 

global mobilization, 73% of students can not mention the 

effect of global warming properly and 50% of students do 

not understand the action to be done related to reducing 

global warming and 75% of teachers have not used 

student-centered teaching materials and 75% of teachers 

do not have special teaching materials to teach students. 

One of the causes of the incompleteness of understanding 

consept in learning caused special teaching materials 

supporting learning global warming. This study aims to 

develop interactive electronic module of global warming 

that can be used to cultivate critical thinking skills of high 

school students. 

The concept of global warming can be easily understood 

and long lasting when learning related to everyday life 

and packed interesting, according to Duron et al., (2006) 

student’s critical thinking ability can be optimized 

through 5 steps that is determining the purpose of 

learning, experiments before drawing conclusions, 

providing feedback and assessment of learning, so that 

critical thinking skills and student learning outcomes can 

be improved, these 5 steps are written on an interactive e-

module. Thedeveloped interactive module incorporates 

video elements, images, graphics, sound, animation and 

simulations that support to achieve maximum learning 

and can grow critical thinking skills. 

 

Fig.1: The flow of Electronic Subject Materials 
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II. METHOD 

The development model used is research and 

develomment (R & D) according to Borg & Gall (2003). 

The implementation of this research is limited to the 

seventh step, ie 1) preliminary research, 2) planning, 3) 

initial product development, 4) initial product testing, 5) 

product revision, 6) revision test, 7) final product. 

Validation of teaching material product is done by 3 

experts and 4 practitioners in physics lesson. Intrumen 

validation test of e-module experts using questionnaires. 

Data analysis of validation test result was done using 

descriptive quantitative analysis.The effectiveness of e-

modules is determined by comparing student learning 

outcomes using e-modules with students learning using 

printed modules and by comparing pre-test with posttest 

results. The e-module implementation test is carried out at 

high school in Bandar Lampung. The experimental design 

of the product used was a quasi experiment with pre-test 

post-test control group design. The subject of the e-

module usage test is the student of class XI IPA1 as the 

experimental class and XI IPA2 as the control class using 

the printed module. The test subject is determined by 

purposive sampling taking into account the equivalence of 

the experimental class with the control class. The data 

were analyzed using statistical test ie normality test, 

homogeneity test, test of n-gain average difference of 

control class with experiment class (independent sample 

t-test), test the average difference pretest with posttest 

(paired sample t- test). N-gain is calculated using the 

Hake (1999) formula as follows. 

N-gain (< g >) =  
(%<𝑆𝑓>− %<𝑆𝑖>)

(100−%<𝑆𝑖>)
 

Information: 

g ≥ 0.7 high category 

0.3 ≤ g <0.7 medium category 

g <0.3 low category 

 

III. RESULTS AND DISCUSSION 

In the early stages of the study, preliminary research 

was conducted to find out how the initial concept of 

global warming materials of students and how the need 

of teaching materials of students/teachers. The results of 

a questionnaire distributed by one of the high schools in 

Bandar Lampung are 80% of students can not answer 

the question about the causes of global warming in 

detail and 75% of teachers have not used special 

teaching materials global pemorientan material. 

According to Situmorang et al, (2005) that instructional 

innovation is needed especially to produce learning that 

can give better learning result toward renewal, 

innovation on teaching materials can be done by 

adopting technology. By utilizing technological 

progress, electronic textbook development can be 

maximized to convey material on learning according to 

Djamarah, (2000). Interactive electronic modules can 

make it easier to include sound, video, animation and 

simulation elements (Dwiyoga, 2013). Development of 

interactive electronic module after the preliminary 

research subsequently design and develop interactive e-

module consisting of: 

 

a) Introduction 

The introductory section consists of cover, usage 

instructions and core competency (CC) analysis, bacic 

competency (BC), indicator. The introductory section of 

the design is as interesting as possible in terms of colors, 

images, and animations so as to keep learners interested 

and motivated to learn. 

 

Table.1: Opening / Introduction Section 

Cover Instructions Analysis of CC, BC, 

indicators 

 

 

 

 

 

 

 

 

 

  

The front cover of the 

interactive e-module 

 

The instructions contain 

navigation instructions for 

using interactive modules. 

Introduction contains of KI, 

KD, and indicator. 
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b) Content / material section 

The content section displays the stages of the activities of 

each material to be conveyed. Learning stages use TRAPI 

learning model on global warming materials to improve 

students' critical thinking skills (Novrizawati, et al., 

2017). 

 

Table.2: Part Content of interactive e-module 

Global Warming 

Opening Matter 

 

Signs and Causes of 

Global Warming 

 

Global warming 

impacts and 

mitigation 

 

International 

Agreements Global 

warming 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Contains material 

delivering signs of 

global warming and 

there are animated 

and video 

phenomenon and 

contains material 

about the causes of 

the occurrence of 

global warming 

Contains introductory 

materials on the 

global warming 

process and 

animation as well as 

video phenomena of 

global warming. 

 

 

Contains about a volt 

meter animation that 

can be used for 

demonstration of volt 

meter and contains 

about how to cope 

with global warming. 

 

. 

Contains material on 

the International 

Agreement relating to 

global warming 

 

 

 

a) Final part of e-module interactive 

The cover section of the student's counseling test 

contains interactive questions that can test the level of 

students' understanding of global warming materials. 

After the interactive electronic module planning is 

completed then the product validation test is done by 

content / material experts, constructors, and linguists. 

 

Table.3: Results of Expert Validation Test 

No. type of test Validator Category 

1 Validation contents  3.40 Very good  

2 construct Validation 3.29 Very good 

3 Validation language 3.40 Very good 

 

The interactive e-module effectiveness test is performed 

by analyzing the pretest and posttest results of students' 

critical thinking skills on the causes and impacts of 

global warming as well as ideas for addressing the 

effects of global warming. The results of the 

effectiveness analysis are presented in Table 4. 

 

Table.4: Test the average difference between pretest and posttest critical thinking skills 

 

Treatment 

 The average 

value of pretest 

Value  

On average posttest 

N-gain  

p 

interactive e-module 

(experimental group) 

34.40 81.06 0.57 0,00 

Textbooks available 

(Control group) 

34.80 71.20 0.72 0,00 

p 0.859 0,00 - - 
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The pretest giving based on table 4 obtained the average 

pretest result of the class using the electronic material is 

34.40 and the average pretest for the class using the 

available book 34.80. The results of independent sample 

t-test showed the students' average early ability in the 

class using interactive e-learning module and the class 

using the book no difference (p = 0.859> 0.05). After the 

learning process where the experimental class using 

electronic module and control class using printed book 

done post-test. The average class posttest uses an 81.06 

interactive electronic module and a pretest average value 

for a class that uses printed books 71,20. 

The post-test analysis concludes that there is an 

experimental N-gain class that uses an interactive 

electronic module with a control class that uses textbooks. 

The critical thinking skills of students acquiring learning 

using interactive electronic modules increased 

significantly at the 95% confidence level (P = 0.000 

<0.05) from 34.40 to 81.06. The average increase in 

classes using the interactive e-module obtained N-gain of 

0.76 with the high category, while the class using 

textbook material printed printed obtained N-gain of 0.57 

with medium category. It appears that the use of e-

modules is more effective in improving students' critical 

thinking skills about global warming. To further examine 

the effect of e-module utilization, data analysis is based 

on each indicator of critical thinking skill. The results are 

shown in Table 5. It appears that all the indicators of 

critical thinking skills of the experimental class are 

significantly higher than the control class. 

 

Table.5: Average N-Gain of Critical Thinking Skills Each Indicator 

No. 

Critical Thinking Indicators 

Class  

P Quest

ion 
Experiment Criteria Control Criteria 

1 Analyzing arguments. 0.72 High 0.56 moderate 0.00 

2 Defining the term and consider a 

definition. 

0.87 High 0.60 moderate 0.00 

3 Consider whether the source is reliable 

or not. 

0.87 High 0.53 moderate 0.00 

4 Ask and answer questions of clarification 

and critical questions. 

0.81 High 0.61 moderate 0.00 

5 Induce and consider the results of the 

induction. 

0.65 moderate 0.60 moderate 0.00 

6 Decide a course of action. 0.81 High 0.45 moderate 0.00 

7 Making and reviewing the results of 

consideration of values. 

0.62 moderate 0.55 moderate 0.00 

8 Deducing and consider the results of 

deduction. 

0.87 High 0.56 moderate 0.00 

9 Analyzing arguments. 0.72 High 0.56 moderate 0.00 

 Average 0.76 High 0.56 moderate 0.00 

 

According to Anori et al (2013) that the use of e-book in 

direct learning model has a positive and significant 

impact on student learning outcomes. It also uses 

technology to create and combine text, graphics, audio, 

video by using tools that enable users to interact, create, 

and communicate (Rosida, 2015). Multimedia-assisted 

learning can be designed to turn learning into an active 

process. Learning media can represent what teachers are 

less able to say through a particular speech or sentence, 

with technological innovation can also increase students' 

interest in learning the material to be taught (Djamarah, 

2000). Factors that influence the learning outcomes in this 

study are media and teaching materials as a source of 

learning. Learning innovation is needed especially to 

produce new learning that can give better learning result 

toward renewal, as well as one of the must possess of 

teaching material that is interesting appearance in 

teaching materials so that can motivate student to learn 

(Holliday, 2002). Innovation in teaching materials can be 

done by adopting new technologies to improve content, 

illustrations, presentations and graphics (Situmorang and 

Saragih, 2012). 

In table 5 the critical thinking indicator that obtains high 

category results is the definition of terms and define a 

definition, consider whether the source is reliable or not, 

ask questions and answer clarification questions and 

critical questions, decide an action, and deduce and 

consider the outcome deduction. Of the nine indicators of 

critical thinking, seven indicators experienced a high 

category increase, while the two indicators were induced 

and considered induced results and assessed the values of 

the considerations increased in the medium category. This 
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can be caused by the design of interactive electronic 

modules still can not lead students in inducing and 

considering induced results, as well as creating and 

reviewing the values of the results of consideration. 

Snyder & Snyder (2008) reveals that critical thinking 

embodies training, practice, and patience. This interactive 

electronic module that is produced enables students to 

systematically study the problem so that critical thinking 

ability can be grown (Kartimi and Permanasari, 2012). It 

also supports the existence of integrated multimedia in 

module enabling the module to be an effective learning 

resource, as the research results Susanto et al (2017) by 

using interactive multimedia of global warming can 

cultivated critical thinking skills of students. 

 

CONCLUSION 

Global warming interactive e-module that integrates 

global warming images/phenomena, videos on the causes 

of global warming, global warming simulations, animated 

impacts of global warming for life on earth, and 

interactive practice exercises can foster critical thinking 

skills of high school students. The interactive e-module of 

global warming development results assessed by students 

to have appeal, usefulness, and easy to operate. 
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Abstract—This paper represents a non linear bi-criterion 

generalized multi-index transportation problem (BGMTP) 

is considered. The generalized transportation problem 

(GTP) arises in many real-life applications. It has the form 

of a classical transportation problem, with the additional 

assumption that the quantities of goods change during the 

transportation process. Here the fuzzy constraints are used 

in the demand and in the budget. An efficient new solution 

procedure is developed keeping the budget as the first 

priority. All efficient time-cost trade-off pairs are obtained. 

D1-distance is calculated to each trade-off pair from the 

ideal solution. Finally optimum solution is reached by using 

D1-distance. 

Keywords— Time-cost trade-off pair, D1-distance, ideal 

solution, membership function, 

priority. 

 

I. INTRODUCTION 

The cost minimizing classical multi-index transportation 

problems play important rule in practical problems. The 

cost minimizing classical multi-index transportation 

problems have been studied by several authors [14, 15, 16, 

17] etc. Some times there may exist emergency situation eg 

police services, time services, hospital management etc. 

where time of transportation is of greater importance than 

cost of transportation. In this situation, it is to be noted that 

the cost as well as time play prominent roles to obtain the 

best decision. Here the two aspects (ie cost and time) are 

conflicting in nature. In general one can not simultaneously 

minimize both of them. Bi-criterion transportation problem 

have been studied by several authors     [3, 4, 8, 17, 11] etc. 

 There are many business problems, industrial 

problems, machine assignment problems, routing problems, 

etc. that have the characteristic in common with generalized 

transportation problem that have been studied by several 

authors [1, 2, 4, 5, 9, 10, 14 ] etc. 

 In real world situation, most of the intimations are 

imprecise in nature involving vagueness or to say fuzziness. 

Precise mathematical model are not enough to tackle all 

practical problems. Fuzzy set theory was developed for 

solving the imprecise problems in the field of artificial 

intelligence. To tackle this situation fuzzy set theory are 

used. In this field area pioneer work came from Bellman 

and Zadeh [6]. Fuzzy transportation problem have been 

studied by several authors [12, 18, 19, 20, 21, 23, 24] etc. 

 The importance of fuzzy generalized multi-index 

transportation problem is increasing in a great deal but the 

method for finding time-cost trade-off pair in a        bi-

criterion fuzzy generalized multi-index transportation 

problem has been paid less attention. In this paper, we have 

developed a new algorithm to find time-cost trade-off pair 

of bi-criterion fuzzy generalized multi-index transportation 

problem. Thereafter an optimum time-cost trade-off pair has 

been obtained. 

 

Problem Formulation: 

 Let there be m-origins, n-destinations and q-

products in a bi-criterion generalized multi-index fuzzy 

transportation problem. 

Let, 

xijk =  the amount of the k-th type of product 

transported from the i-th origin to the j-th 

destination, 

tijk = the time of transporting the k-th type of 

product from the i-th origin to the j-th 

destination which is independent of 

amount of commodity transported so long 

as xijk > 0, 

rijk =   the cost involved in transporting per unit 

of the k-th type of product from the i-th 

origin to the j-th destination, 

ai =   number of units available at origin i, 

bj =  number of units required at the 

destination j, 

ck = requirements of the number of units of the 

k-th type of product and 

2
ijk

1
ijk d,d

=   positive constants rather than unity, due to 
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generalized multi-index transportation 

problem (GMTP). 

 

Then the cost minimizing fuzzy GMTP can be formulated 

as follows: 

q)k 1  n,j1   m,i(1  ;  0)(  x: ijk1 FindP

      

subject to the constraints, 
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 Some times there may arise emergency situation, 

eg, hospital managements, fire services, police services etc., 

where the time of transportation is of greater importance 

than that of cost. Then time minimizing transportation 

problem arises. The time minimizing transportation problem 

can be written as: 

  0x: tMaxT Min:P ijkijk

qk1
nj1
mi1

1 





 

Subject to the constraints (1). 

Combining the problem P1 and P1, the fuzzy BGMTP 

appears as: 

(1)} sconstraint satisfies    xand  0x:t{Max Find:P ijkijkijk

qk1
nj1
mi1







 

subject to the constraints (1). 

 

Difference between Classical Multi-index 

Transportation Problem (MTP) and Generalized Multi-

index Transportation Problem (GMTP): 

 There are several important differences between 

classical MTP and GMTP which are given below: 

(i) The rank of the co-efficient matrix [xijk]m × n × q is in 

general m + n + q rather than     m + n + q - 2, ie, all the 

constraints are in general independent. 

(ii) In GMTP the value of xijk may not be integer, though it 

is integer in classical MTP. 

(iii) The activity vector in GMTP is  

  

 knmijkjmiijkijk edeedP   21
 

Whereas in classical MTP it is 

   knmjmiijk eeeP   . 

(iv) In GMTP it need not be true that cells corresponding to 

a basic solution form a tree. Or in other words vectors in the 

loop are linearly independent. But in classical MTP vectors 

in the loop are linearly dependent. 

The problem consists of two parts, 

P1 : the problem of solving the fuzzy GMTP 

P1 : the problem of minimizing the time. 

To solve the problem P, the following technique is used.  

The triangular membership function for the fuzzy 

demand constraints are 
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where 
*

jb  and bj  
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The linear membership function of the fuzzy budget goal can be written as: 
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Where Z* is the upper tolerance limit of the budget goal and
1* ZZZ  . 

 

II. SOLUTION PROCEDURE 

 The fuzzy programming model of problem P1 is equivalent to the following linear programming problem as: 

Max   

subject to the constraints  
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After solving the problem the optimum solution 

*

1X  and the corresponding optimum cost 
*

1Z  at the first 

iteration are obtained. Next the problem P1 is solved for 

minimizing the time. 

Let  






















 ,0: *
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1
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1 XxxtMaxMinT ijkijkijk
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subject to the constraints (1) 

                 So, for the first iteration the time-cost trade-off 

pair is ),( *

1

*

1 TZ . Using re-optimizing technique and 

replacing Zr by Zr+1, (1 -1) where 

r     ;  *Z  1  rr ZZ  - 1. All efficient 

time-cost trade-off pairs are obtained as: 
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where 
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2
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1 .................. hr ZZZZ   

and     
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2
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1 ............... hr TTTT   

The pair ),( **

1 hTZ is termed as the ideal solution.  

Let, 
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So,  
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hr1
opt1 )D(Min)D(
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     = (D1)s 

Since equal priority to cost as well as time is given, so  

),( **

ss TZ  attains the optimum trade-off pair. 

 

The Algorithm: 

Step - 1: Set b = 1, where b is the number of iteration. 

Step - 2: Solve problem P1. Let 
*

1Z  be the 

optimum total cost corresponding to the 

optimum solution
*

1X . 

Step - 3: Find 
*

1T  

 where, 

} X  toaccording 0: { *
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 Where Zb+1 > Zb 

 Where M is a sufficiently large positive 

number. Let Pb+1 be the fuzzy GMTP with 

the cost values
1b

ijkr , Zb +1 is the aspiration 

level of cost and other constraints are 

same as in (1). 

Step - 5: Find optimum solution of the problem Pb + 

1. Let 
*

1bZ  be the total cost of problem Pb 

+ 1. 

Step - 6:  If ,*

1 MZb  the algorithm terminates 

and go to step 8 if b + 1 > 2 otherwise go 

to step 10. 

 Otherwise in (b+1)th iteration the time-

cost trade-off pair is ),( *

1

*

1  bb TZ . 

 Obviously 
**

1 bb ZZ 
 and 

**

1 bb TT  . 

Step - 7: Set b = b + 1 and go to step 4. 

Step - 8:  Let after the h-th step the algorithm 

terminates, ie, MZh 

*

1
, then the 

complete set of time-cost trade-off pairs, 
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2
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 is identified. 

Among the trade-off pairs ),( **

1 hTZ is 

recognized as the ideal solution. 

Step - 9: Find r
hr

opt DMinD )()( 1
1

1


  

          )(
1

rhr
hr

ddMin 


  

           = ds + dh + s  (say) 

 Then ),( **

ss TZ offers the best 

compromise solution. 

Step - 10: If MZ 2
, ie, if h = 1, then 

*

1Z  is the 

absolute minimum cost and 
*

1T  is the 

absolute minimum time for the optimum 

transportation plan. 

 

Numerical Examples: 

 A manufacturing company produces three types of 

products at two factories. They supply their products at four 

destinations. The corresponding data are given in Table - 1. 

 

Table – 1 

 

 

a1 = 1300 

a2 = 1200 

250*

1 b , b1 = 300  

c1 = 500 

c2 = 1200 

c3 = 1000 

600*

2 b , b2 = 700 

325*

3 b , b3 = 400 

250*

1 b , b4 = 500 

 

 The proposed problem is explained by considering 

problem, where 3  4 2

21 ],,[ ijkijkijk rdd  values and 342][ ijkt  

values are given in Figure - 1 and Figure - 2 respectively. 
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Figure - 2 
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5       .6,.5,.4                                .4,.6,.5                                    .4,.3,.2                                          .2,.3,.35 

,.3,.4          .25,.4,.3           .25,.6,.8          .25,.8,.9 
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     40                                          27                                          19                                              18 

 

    30                                        28                                             27                                               12 
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        Four time-cost trade-off pairs (1250, 70), (1275, 40), (1300, 35), (1310, 30) are obtained. The result shows that the ideal 

solution is (1250, 30). The (D1) distance of the trade-off pairs from the ideal solution is presented in the Table - 2. 

 

Table – 2 

Trade-off 

pairs 

Ideal 

Solution 

Distance (D1)r  between ideal 

solution and the trade-off pair 

(D1 )opt Optimum time-cost 

trade-off pair 

(1250, 70)  

(1250, 30) 

40  

35 

 

(1275, 40) (1275, 40) 35 

(1300, 35) 55 

(1310, 30) 60 

 

 
                                                         Time - Cost Graph 

 

 So the optimum time-cost trade-off pair is (1275, 40). 
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Abstract — The most efficient work teams are self-

directed work teams (SDWTs). In the United States, 

seventy-five percent of medium and large companies use 

SDWTs. The United States has a higher economic 

performance than Mexico. In Mexico, SDWTs have not 

been successful. The objective of this document is to 

identify the factors that impede the formation of SDWTs 

in Mexican organizations. Qualitative research was 

carried out with a cross-correlational design. The sample 

consisted of 32 employees from Mexican companies. The 

chi-square statistical test was used to evaluate the 

relationship between the variables. The dependent 

variable was the formation of the SDWTs, and the 

independent variables were the multidisciplinary 

knowledge of the individuals, the empowerment of team 

members and multidisciplinary work teams (work teams 

with members from a variety of disciplines). The results 

showed that only the multidisciplinary knowledge of the 

individuals and multidisciplinary work teams are 

dependent variables in the formation of SDWTs. 

Therefore, the conclusion is that empowerment has been 

exercised in Mexican companies and it is not an 

impediment to the formation of SDWTs. 

Keywords— Empowerment, Mexican organizations, 

Multidisciplinary knowledge of the individuals, 

Multidisciplinary work teams, Self-directed work teams. 

 

 

I. INTRODUCTION 

Work teams have been an element that drives the 

performance of organizations [1]. Unfortunately, not all 

work teams have generated benefits for the organization, 

and, in some cases, they have even become a burden on 

the organization.  

The competitiveness of organizations relates to the    

effectiveness of the teams [1]. The structure and 

management of the teams determine their efficiency [2].  

However, the current structures are traditional and require 

a change due to the dynamic nature of work environments 

of businesses today [3]. 

The most efficient work teams are self-directed work 

teams [4-6]. Self-directed work teams are “non-

hierarchical groups of individuals with different and 

complementary experiences and knowledge to whom they 

are responsible for a specific job" [7]. Therefore, work 

teams have particular characteristics (Table 1).  

 

Table.1: Particular characteristics of SDWTs 

Author Multidisc

iplinary 

knowledg

e of the 

individual

s 

Empowerm

ent 

Multidiscip

lin-ary 

teams 

Johnson, 

Hollenbe. 
º  º 
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DeRue, 

Barnes, and 

Jundt, 2013 

[8]. 

Wang, & 

Hicks, 2015 

[9]. 

º  º 

Robbins, 

2013 

[10]. 

º º º 

Millikin, 

Hom,  and 

Manz, 2010 

[11]. 

 º º 

Lambe, 

Webb, and 

Ishida, 2009 

[12]. 

 º  

Blanchard, 

2007 [13]. 
   

Hopp, 2004 

[14]. 
 º  

Roy, 2003 

[15].  
 º  

 

The literature on self-directed work teams marks its 

particular characteristics. The members of the self-

directed works teams are multidisciplinary and interrelate 

their knowledge to solve problems [16]. This collective 

knowledge of self-directed work teams generates 

improvements and innovation [16]. 

The members of the SDWTs execute their tasks, control 

the results obtained and take responsibility for the 

innovations achieved [17]. Therefore, the tasks performed 

by the self-directed work teams are interdependent and 

benefit from the synergy of the group [5]. 

Flexible work increases productivity and improves 

competitiveness. SDWTs operate through flexible jobs to 

generate a competitive advantage [6]. The autonomy of 

self-directed work teams allows them to monitor their 

environment interactively and quickly change their 

strategies to adapt to the dynamic environment and 

improve performance [8]. 

 

The Culture of the United States and Mexico 

The United States is the second most competitive country 

worldwide [18]. Seventy-five percent of medium and 

large companies in the United States use a structure based 

on self-directed work teams [19]. 

In Mexico, there is a lack of formation of self-directed 

work teams in organizations. The majority of the 

organizations where the SDWTs operate are transnational 

companies from the United States that permeate their 

organizational cultures. Some companies where they 

work in this way are PepsiCo and GM. A Mexican 

company that has acquired the scheme of SDWTs is 

Bimbo. However, only a minority of Mexican companies 

have implemented structures based on SDWTs.   

Trejo (2009) points out that the primary challenge for 

Mexico is the formation of SDWTs. To form them, it is 

necessary to have an atmosphere with trust, leadership, 

excellent communication and a clear understanding of the 

objectives. Moreover, each team member must exert their 

full effort to maximize their strengths [20]. 

The cultures of the United States and Mexico are different 

(Table 1). The culture of a country influences the 

effectiveness of empowerment [21, 22]. Empowerment is 

a characteristic of self-directed work teams. 

 

Table.2: Differences between the United States and 

Mexico 

 United 

States 

Mexico 

Economic Development 

GDP per capita 

(2016 USD) 

57,436.4 8,554.6 

Power Distance 

Range 0-100 

40 81 

Individualism / 

Collectivism 

Range 0-100 

91 30 

Sources: [18, 23]. 

 

The United States has a better economic performance 

compared to Mexico. The GDP of the United States is 57, 

436.4 USD per year, and for its part, Mexico has a GDP 

of 8,554.6 USD [18]. 

Mexico has a power distance of 81 on the Hofstede scale 

[23]. Therefore, Mexico is a hierarchical population. 

Individuals in Mexico understand that everyone has a 

position and subordinates wait for the indications  from 

their superiors. For its part, the United States has a power 

distance of 40 on the Hofstede scale [23]. Therefore, the 

hierarchy in the United States is not essential for the 

completion of activities. 

Mexico has a score of 30 in individualism on the 

Hofstede scale [23]. Mexico is a collectivist society. 

Individuals have a long-term commitment to group 

members. Mexican employees are loyal to each other. 

The United States is an individualist country with a score 

of 91 on the Hosfstede scale [23]. Individualism is the 

highest value in the United States [24]. Therefore, 

employees are self-sufficient and proactive [23]. 
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II. METHOD 

The instrument used for data collection was  a 

questionnaire [25]. The questionnaire consisted of 16 

items covering the three dimensions respectively. A 

multivariable analysis  was conducted of a dependent 

variable (formation of self-directed work teams) and three 

independent variables (multidisciplinary knowledge of the 

individuals, empowerment, and multidisciplinary work 

teams), of which six, five, and five items were included 

respectively (Table 3). 

 

Table.3: Classification of the dimensions that affect the 

formation of self-directed work teams 

Multidisciplinary 

knowledge of the 

individuals 

Empowerment Multidisciplinary 

work teams 

They have 

knowledge 

different from 

their area. 

They have the 

authority to 

make changes in 

their area 

without having 

repercussions 

with their boss. 

The members of 

the work teams 

are made up of 

personnel with 

different 

knowledge. 

The knowledge 

provided by the 

company 

(institution) 

helps them make 

decisions. 

Their boss 

allows them to 

comment on 

their area of 

work. 

The 

collaborators of 

the different 

areas meet to 

solve problems 

in a specific 

area. 

They have 

knowledge of 

maintenance 

regarding their 

work area. 

Their boss 

allows them to 

make decisions 

in their area of 

work 

The members of 

their work team 

recognize that 

the tasks are 

interdependent. 

They have 

knowledge of 

quality regarding 

their work area. 

Their boss 

allows them to 

stop activities if 

they do not 

comply with any 

work procedure. 

They have 

meetings with 

staff from other 

departments. 

They have 

knowledge of 

occupational 

safety in their 

work area. 

If there is a 

problem in their 

area of work, 

they can make 

decisions to 

improve the 

situation. 

Solutions to 

problems in their 

work area are 

obtained by 

including the 

knowledge of all 

team members. 

They have 

knowledge of 

productivity in 

their work area. 

  

The Questionnaire used the Likert scale. The Likert scale 

showed the beliefs and attitudes of the respondents [26]. 

The response options were from one to five where one 

does not influence the dimension in the formation of the 

self-directed work teams, and five reflects the influence of 

the aspect in the formation of the self-directed work 

teams. 

To verify the reliability of the instrument, 32 employees 

from different companies in the state of Veracruz in 

Mexico answered a pilot questionnaire using the designed 

instruments. The instrument was validated through the 

Pearson correlation (Table 4) and the internal alpha 

consistency method of Cronbach (Table 5) [27]. 

 

Table.4: Validation of the instrument through the Pearson 

correlation. 

 I 
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1
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I 

1

2 

I 

1

3 

I 

1

4 

I 

1

5 

I 

1

6 

I

1 
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I
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0
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4

0
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I
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0

.

4

1
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9
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.
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.
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Table.5: Reliability statistics 

Alpha of Cronbach The number of items 

0.940 16 

 

A sample of 32 companies was selected from different 

lines of business. The companies surveyed were all from 

different states in Mexico (Table 6). 

Table.6: Characteristic of the companies to which the 

questionnaire participants belong 

Company Number Percentage 

Large 22 68.75 

Medium 6 18.75 

Small 4 12.5 

Total 32 100 

Line of business Number Percentage 

Construction 13 40.625 

Pharmaceutical 1 3.125 

Education 6 18.75 

Iron and steel industry 1 3.125 

Foods 5 15.625 

Government 4 12.5 

Gas 2 6.25 

Total 32 100 

State Number Percentage 

Puebla 10 31.25 

Mexico City 7 21.875 

Tabasco 1 3.125 

Veracruz 2 6.25 

Hidalgo 9 28.125 

State of Mexico 3 9.375 

Total 32 100 

 

The chi-square statistical test was used to analyze the 

relationship of dependence between the formation of self-

directed work teams (dependent variable) and the 

multidisciplinary knowledge of the individuals, the 

empowerment of the workers, and the multidisciplinary 

work teams (independent variables). The chi-square 

statistical test is an independence test that helps determine 

if two or more categorical variables are associated [28]. 

 

III. RESULTS 

Table.7: Chi-square Analysis (p = 0.05) 

Dependent variable – the formation of self-directed 

work teams in Mexican organizations 

Independent 

Variables 

Chi- 

square 

calcula

ted or 

observ

ed 

Theore

tical 

Chi- 

square  

Results 

Multidisciplinary 

knowledge of the  

individuals 

17.876 3.845 The 

Multidisciplinar

y knowledge of 

the individuals 

is statistically 
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significant. 

Empowerment of 

the employees 

0.613 3.8415 The 

empowerment 

that employees 

possess is not 

statistically 

significant. 

Multidisciplinary 

work teams 

14.385 3.8415 The presence of 

multidisciplinar

y work teams is 

statistically 

significant. 

 

The calculated chi-square is distant from the theoretical 

chi-square and outside the normal Pearson curve for 1 

degree of freedom. The dependence is considered a p-

value of almost zero and an independence with a p-value 

of 1 (Figure 1, 2 and 3). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1: Graph of the theoretical inverse function: p-value 

vs theoretical chi-square of 1 degree of freedom. 

 

For a 95% confidence for independence, the intercession 

presented by the theoretical chi-square is (0.05, 3.84); 

therefore, 5% of statistical error was considered for 

dependence (Figure 1). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2: Graph of the theoretical inverse function: p-value 

vs observed chi-square, independent variable 

multidisciplinary knowledge of the individuals of 1 degree 

of freedom. 

The intercession of p-value and observed chi-square is 

(0.00002354, 17.8790357). Therefore, it shows almost 

100% confidence for the dependence of the variables: 

multidisciplinary knowledge of the individuals 

(independent variable) and the formation of the SDWTs 

(dependent variable) (Figure 2). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Graph of the theoretical inverse function: p-value 

vs observed chi-square, independent variable 

multidisciplinary work teams of 1 degree of freedom. 

 

The intercession of the p-value and observed chi-square is 

(0.000149, 14.384803). Therefore, it shows an almost 

100% confidence for the dependence of the variables: 

multidisciplinary work teams (independent variable) and 

the formation of the SDWTs (dependent variable) (Figure 

3). 

 

IV. CONCLUSIONS 

The results revealed that the factors that impede the 

formation of SDWTs in Mexican organizations are the 

lack of multidisciplinary knowledge of the individuals 

and the lack of multidisciplinary work teams. On the 

other hand, the empowerment of these employees from 

these Mexican companies does not influence the 

formation of self-directed work teams. The tests were 

performed with a 95% confidence. 

Technical knowledge is essential for the performance of 

an organization. The most competitive countries are at the 

top of the indicators of education and efficiency of the 

labor market. Mexico is in position 80 and 70 respectively 

of 135 countries [18]. Therefore, Mexico needs to train its 

workers with multidisciplinary knowledge for complex 

tasks in order to respond quickly to changes in their work 

environments. The work teams that are formed in the 

Mexican organizations must be multidisciplinary, that is, 

the members must be experts in different areas than their 

teammates. 

Despite Mexico having a high score on the scale of power 

distance index [23], this study has shown that Mexican 

workers have empowerment. The leaders of Mexican 

organizations are delegating authority to their employees. 
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Therefore, the empowerment of these Mexican employees 

does not influence the formation of self-directed work 

teams. 

The limitations of the present investigation were several. 

The sample was made only in Mexico. The sample was of 

32 employees from Mexican companies from different 

states of the Mexican Republic. The questionnaire was 

applied to one collaborator per company. 

Future studies could be to analyze other factors that 

prevent the formation of (SDWTs) in other countries. On 

the other hand, the United States and Mexico are different 

nations. Therefore, the different dimensions between 

countries can be studied for the formation of self-directed 

work teams. 
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Abstract—This research aims to describe the effectiveness 

of guided inquiry model student worksheet to improve 

critical thinking skill on heat material in terms of learning 

outcomes. The research used Control Group Pretest-

Posttest Quasi-Experimental Design. The subjects of this 

research were VII grade of U1 and U2 students of Junior 

High School 1 with a total of 60 students. The research 

subjects were determined by using purposive sampling 

technique. Data collection was conducted by performing 

test. The results of data analysis with Independent Samples 

t-Test  showed sig. value of 0,022. Because  sig. value ≤ 

0,05,𝐻0was rejected or𝐻1was accepted. Product 

effectiveness level based on the mean of normalized gain 

from pretest and posttest value of experimental and control 

groups demonstrated that N-gain of experimental group 

was 0,48 and N-gain of control group was 0,38. Therefore, 

it can be stated that the improvement of students’ critical 

thinking skill of experimental group or group which used 

development product student worksheet was higher than 

the improvement of students’ critical thinking skill of 

control group which used conventional student worksheet. 

It can be concluded that the learning which uses guided 

inquiry model student worksheet is more effective in 

improving critical thinking skill than the learning which 

uses conventional student worksheet. 

Keywords— student worksheet, guided inquiry, critical 

thinking skill. 

 

I. INTRODUCTION 

 The quality of education in Indonesia, especially 

Natural Science (science), is still low. Based on PISA data, 

Indonesia, in terms of science literacy, always scores  far 

below the international average score. Indonesia can only 

occupy the top 10 lowest rank of the participating 

countries (PISA, 2012). The low quality of science 

education in Indonesia is a manifestation of the application 

of teaching patterns which are less suited to the demands 

and the needs of students. The partially applied learning 

process still uses lecture method that causes students to 

play a passive role and tend to be the only recipients of 

science products. The learning process needs to be 

changed, which is initially teacher-centered,to learning 

which involves students and challenges them using 

scientific methods in problem-solving so that it can 

increase the participation and generate curiosity in 

learning, improve understanding and mindset as  well as 

help students to develop critical thinking skill. According 

to Wardani, et al. (2013), students do not only listen to 

lectures from teachers about a material, but students can 

also experience the process to get the concept, so that 

students' understanding of a concept or principle will be 

greater. 

 The efforts of government to improve the quality of 

education are conducted by improving the curriculum, 

from the Education Unit Level Curriculum (KTSP) 2006 

to the 2013 Curriculum. The 2013 curriculum obliges to 

provide the essence of the scientific approach in learning 

of science. The scientific approach is an approach that will 

shapeindividuals to have critical and 

characterizedattitudes. In order to build the critical and 

characterized attitudes in students, an appropriate learning 

model such as scientific discovery learning model, 

problem-based learning model, and other learning model 

that build critical and characterized attitudes of the 

students are needed (Rizqi, et al., 2013; Afidah, et al. 

2013). 

 This scientific approach can be integrated in one of the 

learning tool components in the form of Student 

Worksheet (LKS). Student Worksheet, according to 

Wijayanti, et al. (2015), is a printed material in the form of 

sheets of paper containing materials, summaries, and 

instructions on the learning taskimplementation that must 

be done by the students, which refers to the basic 

competencies that must be achieved. 

 One of the purposes of the use of Student Worksheet in 

science learning is to provide opportunity for students to 

actively involve themselves in finding a concept through 

observation and experimental activities, so that the 
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learning becomes more meaningful. In developing the 

teaching materials (Student Worksheet) a proper model is 

also needed. Learning model which is considered quite 

effective in science learning is inquiry model (BSNP, 

2006). 

 Inquiryis derived from the word "inquire" which means 

“seeking” or “questioning”. Learning by using inquiry 

approach, according to Wenning (2011): When taught 

using the levels of inquiry approach, students have the 

opportunity to make observation, formulate prediction, 

collect and analyze, develop scientific principle, synthesize 

laws, and make and test hypotheses to generate 

explanation. Guided inquiry learning is more constructive, 

it gives students the opportunity to ask questions and share 

learning experiences, as well as to improve students' 

knowledge and develop critical thinking skill. Guided 

inquiry learning can make students to think critically. The 

ability to think critically can tackle the cognitive, affective 

and psychomotor aspects. It is in accordance with Azwar's 

research (2015), that students' critical thinking can 

influence learning outcomes. Critical thinking stimulates 

each student's cognitive structure to capture ideas, 

concepts and to organize the knowledge they owned to 

improve the development of students' proficiency and 

readiness. 

 Inquiry is applied in order to make students participate 

more actively in learning and to find knowledge in their 

own way. Knowledge that is found by constructing the 

knowledge itself through real experience will be more 

meaningful than the knowledge which is remembered or 

memorized (Sanjaya, 2012). Learning by using inquiry 

model that is suitably applied to junior high school 

students is guided inquiry model. The use of guided 

inquiry is chosen because students have not been 

accustomed to learn to use inquiry model beforehand. 

 According to Sagala(2013), thinking is the process of 

describing the characteristics of an object, placing two 

relationships between two verbally formulated definitions, 

and drawing conclusion as the work of reason in the form 

of a new opinion based on the existing opinion. The ability 

to think is the basic in a learning process (Heong, et al., 

2011). In addition, according to Rustaman (2005), thinking 

habituation needs to be instilled at the early age through 

science learning. Critical thinking skill is needed in the 

current science and technology (IPTEK)development era 

because the result of Science and 

Technology(IPTEK)development not only can be enjoyed, 

but also can generate some impacts that create problems 

for human life and the environment. The problem is 

complex enough that it needs high-level thinking skill to 

solve the problem. 

Critical thinking is thinking based on reasons and thinking 

reflectively by emphasizing decision-making on what 

should believe or do, Ennis (in Costa ed., 1985). The 

ability of critical thinking has an important role because it 

is a provision of life success that prepares students to be 

clever to explain the reasons, able to make good 

information assessment and able to solve problems that 

have not been known (Cheong and Cheung, 2008). Critical 

thinking skill is included in one of the 21st-century 

learning and innovation skills that enable students to 

effectively address social, scientific and practical issues in 

the future (Snyder and Snyder, 2008). 

  Students who are accustomed to conduct critical 

thinking training know more about how to think in a 

purposeful, planned and logical way according to the facts 

that have been known so that it can result in the acquisition 

of more optimal learning outcomes (Haseli & Rezaii, 

2013). Indicators of critical thinking skill are divided into 

5 groups (Ennis in Costa ed., 1985) namely: 1) Providing a 

simple explanation (elementary clarification), 2) Building 

basic skills(basic support), 3) Making inferences 

(inferring), 4) Generating further explanation(Advanced 

clarification), and 5) Setting strategies and tactics (strategy 

and tactics). 

 This research aims to describe the effectiveness of 

guided inquiry model student worksheet to improve 

critical thinking skill on heat material in terms of learning 

outcomes. 

 

II. RESEARCH METHOD 

 This research wasquasi-experimental research. The 

design used in this research was Pretest-Posttest Control 

Group Design. The subjects of the study were VII grade of 

U1 and U2 students of SMPN 1 Gisting with a total of 60 

students. Research subject was determined by using 

purposive sampling technique. Research data were 

collected through critical thinking skill tests. The data 

analysis of test result was used to measure the 

effectiveness level of the usage trial (Pretest-posttest 

Control Group Design) with Independent Sample t-Test. 

Prior to data analysis, normality test were performed using 

Kolmogorov-smirnovand homogeneity test with Levene's 

test. 

 

III. RESULTS AND DISCUSSION 

The Results of the Research 

 The implementation of guided inquiry model student 

worksheet to improve critical thinking skill was 

performedduring three meetings for the subject of heat, 

two meetings for the learning and one meeting for the test. 

There were five stages of learning approach with inquiry 

model as stated by Wena (2009), namely: (1) problem 
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presentation; (2) Collection of verification data; (3) 

Collection of experiment data; (4) organization of data and 

formulation of conclusions; and (5) analysis of inquiry 

processes. 

The level of the concept mastery of students was 

measured by using the concept mastery instrument in the 

form of essay test as many as 10 items concerning on heat 

material. The test instruments used to measure the critical 

thinking skill were based on indicators of critical thinking 

skill and, according to Ennis (in Costa ed., 1985), they 

were outlined from the four dimensions of critical thinking 

skill namelyproviding simple explanation(elementary 

clarification), building basic skills  (basic support), 

inferring (inference), and generating further 

explanation(advanced clarification). 

   The result of descriptive statistics test of posttest 

value data in experimentaland control groups can be seen 

in Table 1. 

 

Table.1: Descriptive Statistics of PosttestResult Value 

Data 

  Posttest 

Experimental 

Group 

Posttest 

Control 

Group 

 

N 

Valid 30  30 

Mising  0    0 

Mean  70,83 67,18 

Std. 

Deviation 

 6,86 5,01 

Minimum  58 55 

Maximum  90  75 

 

Table1demonstrates that the posttest mean value 

ofexperimental group is  70,83 andthe posttest mean value 

ofcontrol group is67,18.  This results shows that 

theposttestmean value of experimental group is higher than 

theposttestmean value of control group.  

  The result ofposttestdata normality and 

homogeneity tests of experimentaland control groupsare 

presented in Table 2 and Table 3. 

 

Table.2: The Result of Posttest Data Normality Test 

Group 

Sig. (2-

tailed) Conclusion 

Experimental 0,200 Sig. ≥ 0,05 = Normal 

Control 0,200 Sig. ≥ 0,05 = Normal 

 

Table 2 depicts thatthe significance value of experimental 

group and control group is the same, which is 0,200. It 

means that sig. (significance) value or probability value of 

both groups ≥ 0,05, so thatH0is accepted, which means that 

the research data are derived from normally distributed 

data. 

 

Table.3: The Result of Posttest Data Homogeneity Test 

Levene df1 df2 Sig 

1,826 1 58 ,182 

 

Table3 demonstrates that the significance value of posttest 

data homogeneity test of experimental and control groups 

is 0,182.  Because sig. (significance) value or probability 

value ≥ 0,05, soH0is accepted, which means that both 

groups have the same or homogeneous variance.  

The qualification result of students’ critical thinking skillof 

experimental and control groups based on the mean score 

of posttestvalue can be seen in the Table 4.  

 

Table.4: The Qualification of Critical Thinking Skill  

Group Mean Score Category 

Experimental 65,5 Critical 

Control 60,68 Less Critical 

Source: Dwijananti (2000) 

 

Table 4demonstrates that after conducting a learning using 

guided inquiry model student worksheet, the result of 

experimental group development obtains a mean score of 

65,5 with ‘critical’ category,  while in the control group, 

after conducting a learning using conventional student 

worksheet, a mean score of 60,68 withcritical thinking 

skill category of ‘less critical’ is obtained. 

 

 The result of difference test of two means between 

experimental group and control group using t-test 

(Independent Samples t-Test) can be seen in Table 5. 
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Table.5: The Difference of PosttestData Mean 

      

  Paired Differences    

  

Mean Std. Std. 95% Confidence 

  

Sig.(2- 

   

Deviation Error Interval of the T df tailed) 

    

Mean Difference 

             Lower Upper       

Pair 

1 Experimental 70,83 6,865  1,253            

 

Group 

   

0,545 6,755 2,4 58 0,022 

 

Control 67,18 5,008 0,914 

       Group                 

Table 5 shows that the sig value. (2-tailed) <0,05, so that it 

rejectsH0 and accepts H1. This result indicates that there is 

a significant difference between the mean value of critical 

thinking skill of experimental group students and the mean 

value of critical thinking skillof the control group students. 

The level of product effectiveness based on the mean of 

normalized gain of the pretest and posttest values of the 

experimental and control group is obtained as it is in Table 

6. 

Table.6: N-gainValue of Experimental Group  

Group < 𝑔 >   

(N-

gain) 

Classificat

ion 

Effectivenes

s Level 

Experimental 0,48 Moderate Quite Effective 

Control 0,38 Moderate Quite 

Effective 

Source: Hake (2000) 

        Table 6 shows that theN-gainvalue of experimental 

group is 0,48 and theN-gainvalue of control groupis 0,38. 

N-gainvalue of experimental group is higher than the N-

gainvalue of control group.   

The increase ofN-gain in each dimension of critical 

thinking skill for each student group is presented in Figure 

1. 

 

Fig.1: The Increase of N-gain in Each Dimension of 

Students’ Critical Thinking Skill 

Figure 1 above indicates that the highestN-gain value of 

critical thinking skill is in the dimension ofelementary 

clarification (providing simple explanation) either 

inexperimental group or in control group.  While, the 

lowestN-gain of experimental groupis in the dimension 

ofbasic support (building basic skills). 

 

IV. DISCUSSION 

Hypothesis testing in this research was conducted by using 

SPSS 21 program. 

The results of descriptive statistical test of pretest-posttest 

value data in the experimental and control groups were 

obtained that; the mean pretest value of experimental 

groupwas 33,17 and the mean of pretest value of control 

group was 35,07 while the mean of value of experimental 

group was 70,83 and the mean of posttest value of control 

group was 67,18. These results indicated that the mean 

value ofexperimental groupposttest has increased. The 

mean value of the experimental group posttest wasbigger 

than the mean value of the control group posttest. 

 The implementation of guided inquiry model student 

worksheet resulted in the improvementof student learning 

outcomes. The student learning outcomes of 

experimentalgroupwhich usedguided inquiry model 

student worksheet was greater than the student learning 

outcomes of control group which used conventional 

student worksheet. This result also means that students’ 

critical thinking skill in the experimental group were better 

than the students' critical thinking skill in the control 

group. The implementation of guided inquiry model 

student worksheet in the experimental group could 

improve students' critical thinking ability. This was in 

accordance with the research conducted by Sochibin's 

(2009) that the guided inquiry model can improve 

students'understanding of concepts and develop students' 

critical thinking skill. The research of Tindangen (2007); 

Azizmalayeri (2012); Fuad, et al. (2017) proved that 

0
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inquiry learning contributes in improving critical thinking 

skill. 

 The student learning outcomes in the experimental 

groupwere improved due to the learning which usedguided 

inquiry model student worksheet which allows students to 

be actively involved both physically and mentally in the 

learning process. Students gained the experience directly, 

students were more interested in learning, and student 

learning motivation increased. These things were 

supported by previous research conducted by Winarni 

(2009) who stated,"Through inquiry, teachers invite 

students to be more active both physically and mentally in 

the learning process". Rachman et al (2012) stated, "The 

application of guided inquiry model can improve student 

learning activities". Laubach et al (2010) said, "With 

inquiry learning, students can be more interested in the 

learning that is taught because students get the experience 

directly". Patrick et al. (2009) said that guided inquiry can 

improve students' motivation in the learning of science. 

 The results of Posttest data normality and homogeneity 

test of experimental and control group in Table 2 and 

Table 3 showed that posttest data of both groupswere 

derived from the same or homogeneous and normally 

distributed variance. Based on this  reason, t-test 

(Independent Samples t-Test) was conducted. Prior to 

analysis of product effectiveness level using t-test 

(Independent Sample t-Test), pretest and posttest result 

data on critical thinking skill assessment were analyzed. 

The analysis was performed to find out the value of 

students' critical thinking ability. Having obtained the 

value of critical thinking skill, the category of critical 

thinking skill of each student was determined. 

Categorygiving aimed to know the qualification of critical 

thinking ability. The result of the students' critical thinking 

skill qualification in Table 4 showedthat experimental 

group which used guided inquiry model student worksheet 

obtained the mean score of the posttestvalue of 65.5 with 

‘critical’ category, while the control group which us ed the 

conventional student worksheet obtained the mean score of 

the posttestvalue of 60,68 with ‘less critical’critical 

thinking skill category. 

 The result of t-test (Independent Sample t-Test) in 

Table 5 showed that the sig. value obtained was 0.022. 

Because the sig. value ≤ 0.05 then Ho was rejected or H1 

was accepted, so it could be stated that the learning using 

guided inquiry model student worksheet improved critical 

thinking skill more effectively than the learning using 

conventional student worksheet. Guided inquiry model 

student worksheet packaged in the student 

worksheetimproved critical thinking skill more effectively. 

This was in accordance with the research conducted by 

Damayanti, et al. (2012) and Sudarmini, et al. (2015). 

 The product effectiveness level based on the mean of 

the normalizedN-gainfrompretest and posttest value of the 

experimental group and control group obtained the result 

of the experimental groupN-gain value of 0.48 with 

classification of ‘moderate’ and effectiveness level 

of‘quite effective’, while the control group N-gainvalue 

was 0.38 with classification of ’moderate’ and 

effectiveness level of ‘quite effective’. Based on the 

calculation of N-gain value, it was known that the N-

gainvalue of experimental group wasbigger than the N-

gain value of the control group. Therefore, it can be stated 

that the improvement of students’ critical thinking skill of 

experimental group or group which used guided inquiry 

model student worksheet was higher than the improvement 

of students' critical thinking skills of the control group. 

 Based on the comparison of N-gain increase in each 

critical thinking skill dimension for each group of 

students,the development result of elementary clarification 

critical thinking skill of experimental group which 

usedguided inquiry model student worksheet was higher 

than the development result of control group which used 

conventional student worksheet. The mean of posttest 

value from pretest value of experimental group on the 

critical thinking skill dimension of elementary 

clarificationincreasedbecause the learning which used 

guided inquiry model student worksheetallowed students 

to understand and observe problems from various aspects, 

to train students to learn in finding problems then make 

problem formulation based on the facts found. The critical 

thinking ability of the students was trained and developed 

by always asking and questioning the various phenomena 

being studied. It can be attributed to Gengarelly's (2009) 

research which stated that inquiry could teach students 

how to ask questions in the classroom and to get their own 

answers. Inquiry could encourage students' scientific 

thinking habits and students were more open to new ideas 

in groups or classes, with the hope that students think 

about the process, not just the final result. An example of 

problem formulation by student is shown in Figure 2. 

Fig.2: An Example of Problem Formulation 
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 The problem formulation written by the student is 

correct. The formula is in accordance with the purpose of 

the experiment, namely the influence of heat towards the 

rise in temperature. The orientation stage (guiding the 

students) of learning steps in using guided inquiry model 

student worksheet model inquiry has trained students to 

think critically. 

 The learning by using guided inquiry model student 

worksheet also allowedthe students to use the knowledge 

they have in the form oftemporary answers or hypotheses 

before conducting experiments. Students’ critical thinking 

skill could be trained and developed through the stage of 

formulating the problem. This was in accordance with 

Bilgin's (2009) research that guided inquiry learning model 

could train students to build answers and think smartly in 

finding alternative solutions to problems given by 

teachers,develop understanding skills, and train the 

delivery process of the conceptsfound. An example of a 

temporary answer by a student is shown in Figure 3. 

Fig.3: An Example of Hypothesis Formulation 

 

 The temporary answer towards the hypothesis 

formulation put forward by the student is also appropriate. 

The temperature of an object when heated increased due to 

the receiving / absorbing energy of heat. Formulating 

problem stage of learning step in using guided inquiry 

model student worksheet has trained the students to think 

critically in using the knowledge they have in the form of 

temporary answer or hypothesis. 

 Based on the comparison in N-gainincrease in each 

dimension of critical thinking skill for each group of 

students, the critical thinking skill dimension of basic 

supportof experimental groupwas still lower than control 

group has (Figure 2), this was possible because students 

were less accustomed to being trained to think critically in 

solving problem. Snyder & Snyder (2008) revealed that 

like any other skills, critical thinking requires training, 

practice and patience. 

 The low result of basic support dimension strengthens 

that, in the learning which uses guided inquiry model, the 

teacher does not just let go of the activities undertaken by 

the students. Teachers still provide guidance and direction 

in the learning activities so that students who think slowly 

still able to follow the activities that are being held and the 

students who have the ability to think fast do not 

monopolize the activities. 

 The next step of learning is the collection of 

verification data. In this step, the students collect the data 

or information through literature review. An example of 

collection of verification data by a student is shown in 

Figure 4. 

Fig.4: An Example of Verification  

 

Data Collection 

  Verification data which have been collected by the 

student is exactly in accordance with the concept, the 

water receives / absorbs the heat so that the temperature 

rises. The verification data trains students to think 

critically and to sort and choose the correct concept 

according to the objectives which will be achieved through 

experiment. 

 The next step is experimental data collection. Students 

perform experiments in accordance with the existing 

procedures, followed by recording the data of experimental 

results. Experimental activities can help students to 

understand the material more easily and to gain real 

experience by taking an active role in learning activities 

and it can train them to practice investigative skills. This is 

in accordance with Hackling's (2005) statement that the 

practice of observation or conducting experiment gives 

students the opportunity to practice and develop 

investigative skills as well as to gain real-life experience 

about natural phenomena as the basis of conceptual 

learning. Experimental activities can also help students to 

solve problems and to find their own knowledge. This is in 

line with Ketpichainarong, Panijpan & Ruenwongsa 

(2010) research that students collect data through 

experimental activities to solve problems so that students 

are able to build and discover their own concepts  of 

knowledge. An example of data collection by a student is 

shown in Figure 5. 
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Fig.5: An Example of Experimental  

 

Data Collection  

The resulting data of the experiment collected by the 

student is correct. The longer the heating time, the higher 

the temperature rise of the object. The high temperature of 

the object indicates that the amount of heat received by the 

object increases. 

 Based on the experimental data, the students performed 

data analysis. There is a possibility that the resulting data 

of experiment and the theory is different, so students need 

to analyze it. Data analysis begins by examining data and 

ideas, as well as identifying opinions and supporting 

reasons. Data analysis activity can be performed by 

building and using ideas that students owned. This is in 

accordance with the statement of Callahan, et. Al. (1992: 

293-294) that data analysis activity can be done by 

building and using ideas owned by students. An example 

of data analysis by a student is shown in figure 6. 

Fig.6: An Example of AnalyzingExperimental Data 

 

 The analysis of experimental data conducted by the 

student is correct, water temperature rises when heated, the 

amount of heat received by the object increases. Data 

collection and analysis stage of the learning step in using 

guided inquiry model student worksheet has trained the 

students to think critically and to summarize a number of 

raw data into information that can be interpreted. 

The next learning step is data organization and 

conclusion formulation. In this step, the teacher guides 

students to arrange or interpretthe experimental results. 

Teachers also guide students to make a conclusion. An 

example of conclusions drawn by a student is shown in 

Figure 7. 

 

Fig.7: An Example of Conclusion 

 

 The conclusion written by the student based on 

interpretation towards the results of the research is correct. 

Heat affects the rise in the temperature of the object, the 

more heat it receives, the higher the temperature of the 

object. The implementation of guided inquiry model 

student worksheet in the experimental class can increase 

the critical thinking skill dimension of inference. 

 Based on the comparison in N-gainincrease for each 

group of students, the development result of average 

increase in inference critical thinking skill of experimental 

group which usesguided inquiry modelis higher than the 

development result of control group which uses 

conventional student worksheet. The mean of posttest 

value from pretest value of experimental group on the 

critical thinking skill dimension of inferenceincreases 

because the learning which uses guided inquiry model 

student worksheetallows students to describe the findings 

obtained based on hypothesis testing. To reach an accurate 

conclusion, students should be able to demonstrate 

relevant data. 

 Based on the comparison of the increase ofN-gain in 

each critical thinking skill dimension for each group of 

students, the comparison of pretest and posttest results of 

critical thinking skills of the experimental and control 

groups in the advanced clarification critical thinking skill 

dimension (generating further explanation) and the critical 

thinking sub defined the terms, considered the definition 

ofclassification and range. There was an increase in the 

mean of posttest value frompretest value in advanced 

clarificationcritical thinking skill dimension of 2.85 in 

experimental group and of 1.95 in control group. The 

development result of the increase in mean value of 

advanced clarificationcritical thinking skill of 

experimental class which used guided inquiry model 
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student worksheet was higher than the development result 

of the control group which used conventional student 

worksheet. The mean ofposttest value from pretestvalue of 

experimental group on advanced clarification critical 

thinking skill dimension increasedbecause the learning 

which used guided inquiry model student 

worksheetallowed the students to be actively involved in 

finding their own concept through observation or 

experiment so that learning activities became more 

meaningful.  

The average increase ofposttest value frompretest 

value in all dimensions of critical thinking skill in the 

experimental group showed that the learning using guided 

inquiry model can improve students' academic proficiency. 

This is supported by the research conducted by Sari & 

Sutiadi (2008) that the observed academic abilities were 

improved after applying guided inquiry learning model. 

Jannah et al (2012) stated that the implementation of 

guided inquiry could improve the quality of students' 

conceptual understanding and was able to embed the 

characters in the students. Wirtha (2008);Suma (2010); 

Handhika (2010) said that guided inquiry learning could 

develop the mastery of physics concept. 

 The average increase ofposttest value frompretest 

value in all dimensions of critical thinking skill in the 

experimental group also showed that the learning using 

guided inquiry model student worksheet improved 

students' critical thinking skill. This was supported by 

Hasruddin’ (2009) research which stated that the 

application of inquiry learning can empower students' 

thinking skill so that it couldmaximize the critical thinking 

skill. Prabowo et al (2015) stated that the critical thinking 

skill of students who were taught with inquiry learning 

model has increased. 

 

V. CONCLUSION AND SUGGESTION 

Conclusion 

 Based on the results of research and discussion, it can 

be concluded that learning by using guided inquiry model 

student worksheet packaged in student worksheetis quite 

effective toimprove critical thinking skill. The results of N-

gain calculation showed that the N-gainvalue of group 

which used development product student worksheet was 

higher than the value of the group which used 

conventional student worksheet. N-gainvalue of 

experimental group was 0.48 and N-gainvalue of control 

group was 0.38. The implementation of guided inquiry 

model student worksheet in the experimental group can 

improve students' critical thinking skill. 

 

 

 

Suggestion 

Suggestions from this development research are: (1). 

Teachers and studentsshould be able to use guided inquiry 

model student worksheet as a means to improve critical 

thinking skill. (2). This new development research is 

conducted on a small scale, hence, further research on 

large-scale groups should be carried out to determine the 

feasibility of this product to be applied to large-scale 

groups. 
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Abstract— Fe2O3-TiO2 nanoparticles promises as a highly 

effective material for adsorption of heavy metals and used 

as photocatalyst for the removal of organic dye pollutants. 

In this study, nanostructured Fe2O3-TiO2 composite was 

successfully fabricated by one-step reaction of ilmenite ore 

at the high temperature in ambient condition. The 

resultant Fe2O3-TiO2 composite was characterized by 

using X-ray diffraction (XRD), Fourier Transform Infrared 

spectroscopy (FTIR), Scanning electron microscopy 

(SEM), nitrogen adsorption-desorption isotherm. The 

effects of sintered temperature and time on the formation 

of the Fe2O3-TiO2 nanocomposite were investigated in 

detail. The Fe2O3-TiO2 was formed from ilmenite ore after 

calcination at the temperature of 700oC in 3 hours, 

followed by a ball-milled process in 4 hours. The obtained 

Fe2O3-TiO2 composite has an average diameter of from 50 

- 100 nm with the BET surface area of 7 m2/g. 

Keywords—Ilmenite,Fe2O3-TiO2, nanocomposite, mixed 

oxides, ore processing. 

 

I. INTRODUCTION 

In recent years, nanostructured Fe2O3-TiO2 particles have 

been extensively studied by many researchers for 

application of photocatalytic oxidation1-3 and adsorption 

processes.4-6 Various synthetic approaches for fabrication 

Ti /Fe oxides composites have been reported in the 

literature.1, 4, 7-8 One of the most employed methods to 

synthesize nanostructured Fe2O3-TiO2 composite is co-

precipitation. The co-precipiation technique is related to 

the dissolving of a salt precursor such as a chloride, 

oxychloride or nitrate. The precipitation of corresponding 

metal hydroxides is occurred during addition of base 

solution such as sodium hydroxide or ammonium 

hydroxide solution. The residues are then washed and 

calcined to obtain the final products. This preparation 

method is effective for synthesis of metal oxide 

composites. Other processes such as hydrothermal 

deposition,8-9impregnation8, 10 and sol-hydrolysis 9 have 

been also employed to improve the distribution of FeII/III 

into the TiO2 lattice. The sources ofTi and Fe in fabrication 

of mixed oxides composite have been utilized including 

titanium tetra-isopropoxide,8, 10 titanium IV tetra-tert-

butoxide9 and powdered TiO2 anatase as Ti pre-cursors 

and iron nitrate,8 FeIII acetylacetonate10 and FeII/III 

chloride as Fe pre-cursor materials.9 

There are several parameters affecting to the formation of 

TiO2 and Fe2O3 such as the use of synthetic method, 

calcination temperature and relative ratio of Ti and Fe 

oxides. For example, calcination temperatures of Fe:Ti 

(1:1 ratio) mixtures at 700oC and 900oC, lead to the 

information of rutile and of pseudo-brookite (Fe2TiO5) due 

to the diffusion of FeIII into TiO2 at higher temperature 

whereas only amorphous anatase and traces of rutile were 

found at calcination temperature of 500oC.10 

 Ilmenite ore (FeTiO3) is an important raw material for 

titanium dioxide production due to cheapness and 

abundance in nature for the titanium source.2, 11 Because of 

the attractively unique properties of nanoilmenite, it has 

received considerable attention for the utilization in wide 

range of applications such as supercapacitor,12 oxygen 

carrier in a chemical-looping combustion reactor,13 gas 

sensor, solar cells, chemical catalysts and photocatalysts.14-

18 Ilmenite ore has been employed to fabricate the Fe2O3-

TiO2 mixed oxides by many researchers.3, 19-22 Smith et al. 

successfully fabricated sulfated Fe2O3-TiO2 by treatment 

of ilmenite ore with sulfuric acid and the prepared sulfated 

mixed oxides show the photocatalytic activity toward 

oxidation of 4-chlorophenol (4-CP) in aqueous medium 

under UV–vis and visible light irradiation.22 The same 

procedure was also employed to synthesize sulfated Fe2O3-

TiO2 and used as a catalyst for conversion of vegetable oil 

to biodiesel.3 Recently, nano FeTiO3-TiO2 had been 

successfully prepared from ilmenite ore as raw material by 

simple modified sulfate route.19 This nano FeTiO3-TiO2 

samples showed significant effectiveness of catalyst under 

Fenton-like process. However, most of these Fe2O3-TiO2 

composites prepared from ilmenite ore contains sulfate 

groups and related to toxic fabricating process (treatment 
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with concentrated acid). In order to address these 

disadvantages, we present a facile approach to fabrication 

of nanostructured Fe2O3/TiO2 composite from ilmenite ore 

by calcinating of raw ilmenite ore at high temperature and 

followed by a ball mill process. The prepared Fe2O3/TiO2 

composite are thoroughly characterized by XRD, SEM, 

FTIR, and BET. The The effects of calcination conditions 

are also studied in detail. 

 

II. EXPERIMENTAL SECTION 

Synthesis of nanostructured Fe2O3/TiO2 composite  

In the typical procedure, 10g of raw ilmenite ore 52% was 

washed with 100 ml sulfuric acid several times. The 

Fe2O3/TiO2 mixed oxides were prepared by sintering 10 g 

of washed ilmenite at various temperature of 500, 600, 

700, 800 and 900oC in different periods of time in air 

condition. The calcinated products were then cooled 

naturally to room temperature before underwent a ball-

milled process with 150 and 200 g of 2 and 5 mm-diameter 

zirconia ball in the milling cell and filled with 80 ml 

deionized water. The milling process was operated at room 

temperature for 24 h. The milled Fe2O3/TiO2 mixed oxides 

were filtered and dried at temperature of 60oC for 12 h to 

obtained nanostructured Fe2O3/TiO2 composite. 

Characterization 

Particle size, morphology and surface topology of samples 

were observed by using a Hitachi S-4600. The surface area 

was evaluated from the N2 adsorption isotherm at 77 K 

using a BET TriStar II Plus 377. XRD patterns for all 

samples were measured using X'Pert PRO PANalytical 

with 0.15405 nm Cu-Kα radiation source. Fourier 

transform infrared spectroscopy (FTIR, TENSOR II, 

Bruker) was employed to investigate the surface functional 

group adsorbent of prepared nanostructured Fe2O3/TiO2 

composite samples. 

 

III. RESULTS AND DISCUSSION 

Illustrated in Figure 1 is the XRD patterns for the Ilmenite 

ore and the Fe2O3-TiO2 mixed oxides obtained from 

calcination of ilmenite ore at temperature of 700oC in 3 

hours. In the XRD pattern of ilmenite ore, all diffraction 

peaks were assigned to the Ilmenite (FeTiO3) phase 

(JCPDS card No. 98-010-4235). After sintering at 700oC 

in 3 hours in air condition and followed by ball mill 

process, FeTiO3completely converted to TiO2/Fe2O3 mixed 

oxides, which is clearly shown in the XRD pattern. All 

diffraction peaks in the XRD pattern of prepared TiO2-

Fe2O3 were denoted to the TiO2 rutile (JCPDS card No. 

98-006-2553) and Fe2O3 (hematite, JCPDS card No. 98-

005-3677 ) phases. 

 The formation of TiO2-Fe2O3 mixed oxides was further 

confirmed by FTIR spectrum. Figure 2 shows the FTIR 

spectra of Ilmenite ore and the Fe2O3/TiO2 mixed oxides 

obtained from calcination of ilmenite ore at temperature of 

700oC in 3 hours. In these spectra, the large and broad 

absorption peak at 3432 cm−1 is related to the stretch 

region of the surface hydroxyl groups with hydrogen 

bonds and chemisorbed water.23-24 The  

 

Fig. 1:XRD patterns of Ilmenite ore (black line) and as-

prepared Fe2O3/TiO2 composites (blue line). The peaks are 

indexed with standard JCPDS cards, I – Ilmenite ore, R – 

Rutile, F – Fe2O3. 

 
Fig. 2: FTIR spectra of Ilmenite ore (black curve) and as-

prepared Fe2O3/TiO2 composites (red curve). 

 

broad absorption peak at 1635 cm−1 can be assigned to 

the O–H bending of molecularly physisorbed water.25 

In the FTIR spectrum of ilmenite ore (black curve), the 

absorption peak at 543.1 cm−1 can be attributed tothe 

Fe–O bond in the ilmenite (FeTiO3).26. A broad 

absorption peak at around this position was also 

observed in the FTIR spectrum of the prepared mixed 

oxides, which indicate the presence of the F-O 

sketching. However, this absorption peaks was at higher 

wavenumber of 544.5 cm-1 comparing to that of 

ilmenite, which indicates the formation of Fe2O3. In the 

FTIR curve of mixed oxides, the apprearance of the 
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large absorption in the range of 600 cm−1to 800 cm−1, 

which is characteristic of the O–Ti–O bond,24 confirm 

the formation of TiO2 oxide. The above results indicate 

that under the high temperature of 700oC in the ambient 

condition, the FeTiO3 reacted with oxygen to form Fe2O3 

and TiO2 oxides. 

The surface morphology of nanostructured Fe2O3/TiO2 

composite was investigated by using scanning electron 

microscopy. Illustrated in Figure 3 is the SEM images of 

raw ilmenite ore and the Fe2O3/TiO2 composites 

obtained from calcination of ilmenite ore at 700oC in 3h 

and followed by a ball-milled process for 8 hours. The 

figure 3A shows that ilmenite ore is in form of 

micropaticles with the diameter ranging from 100 - 500 

µm. After formation of Fe2O3/TiO2 oxides, the particle 

sizes are significantly decreased with particle diameter 

down to 50 - 100 nm. This result indicates that the 

nanostrucuted Fe2O3/TiO2 composite was successfully 

fabricated from ilmenite micropartiles by simple 

calcination and ball-milled approach. 

 
Fig.3 :SEM images of Ilmenite ore (A) and as-prepared Fe2O3/TiO2 composites (B) 

 

The total surface areas of the nanostrucuted Fe2O3/TiO2 

composite were obtained with reference to the Brunauer–

Emmett–Teller (BET) multi-point and single-point 

methods [35] using the N2 adsorption/desorption isotherm 

data. All samples were pretreated with degassing at 90 oC 

for 1 h followed by 105 oC overnight with ultra high purity 

nitrogen purge before the measurement. The pore volume 

data were calculated by using BJH method which is the 

procedure for calculating pore size distribution using the 

Kelvin equation and DH methods. Figure 4 shows the N2 

adsorption/desorption isotherm plot and inlet is the BET 

surface area plot. The parameters of BET surface area 

analysis are summarized in Table 1. It is clear from the 

table that the obtained Fe2O3/TiO2 composite has the BET 

suface area of 6.9645 m2/g with pore volume of 0.023686 

cm3/g and the pore size of 15.7380 nm. 

 

Fig.4 :Nitrogen adsorption plot and inlet is the BET 

surface area plot 

Table 1: BET surface area values 

Surface area 

(m2/g) 

Pore volume 

(cm3/g) 

Pore size 

(nm) 

6.9645 0.023686 15.7380 

 

The effect of the sintering temperature on the formation 

of nanostructure TiO2-Fe2O3 composite was investigated 

by employing the X-ray diffraction pattern. Figure 5 

shows the XRD patterns of products obtained from the 

calcination of ilmenite ore at various temperature in 3 

hours. In the XRD pattern of ilmenite sintered at the 

sintered temperature of 500oC,all diffraction peaks were 

consistent with ilmenite phase(JCPDS card No. 98-010-

4235, which indicates that no oxides were formed from 

FeTiO3 under this temperature. When the sintered 

temperature was further increased to 600oC, the 

diffraction peaks in the XRD pattern show the presences 

of TiO2 (rutile) and Fe2O3 (hematite) phases. There still 

exists the diffraction peaks of ilmenite phase. However, 

no diffraction peaks of ilmenite was observed when 

calcined ilmenite at temperature of 700oC, which 

indicates that FeTiO3completely reacted with oxygen to 

form TiO2-Fe2O3 mixed oxides. When calcined 

temperature was further increase to 800oC, diffraction 

peaks were assigned to the formation of TiO2 (rutile), 

Fe3O4(magnetite), and Fe2TiO5 (pseudobrookite) 

(JCPDS card No. 98-001-2310, 98-010-8716, and 98-001-

2289, respectively). Interestingly, at the higher calcined 

temperature, all diffraction peaks was denoted to the 

Fe2TiO5 (pseudobrookite) phase, which shows that at 

this temperature FeTiO3 reacted with oxygen in air to 
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form Fe2TiO5. From these results, the calcined 

temperature of 700oC was selected as optimized 

temperature to obtain TiO2/Fe2O3 composite from 

ilmenite ore. 

 

Fig.5 : XRD patterns of ilmenite ore sintered in 3h at 

various temperatures in air condition. 

 

  The sintered time also greatly affects to the 

formation of TiO2-Fe2O3composite. Figure6 exhibits the 

XRD patterns of ilmenite calcined at temperature of 700oC 

in different period of time. After only 30 minute of 

calcination, majority of the ilmenite already converted to 

TiO2 and Fe2O3. This indicates that reaction of ilmenite 

with oxygen to form oxides at this temperature occurred  

 
Fig.6 : XRD patterns of ilmenite ore sintered at 

temperatures of 700oC in varioustime points in air 

condition.relatively quick. It is obvious from the XRD 

patterns that further increase of the sintering time did not 

significantly affect to phase of the calcined product, the 

phase and crystallinity of the mixed oxides were almost 

unchanged after 2 hours of the calcination time. 

 

 

 

IV. CONCLUSION 

In summary, we have employed a simple one-step 

approach for successful fabrication of nanostructured 

Fe2O3-TiO2 composite. The Fe2O3-TiO2nanocomposite 

was synthesized from ilmenite ore by calcination at the 

temperature of 700oC in 3 hours, followed by a ball-milled 

process in 4 hours. The obtained Fe2O3-TiO2 composite 

has an average diameter of from 50 - 100 nm with BET 

surface area of around 7 m2/g. While temperature greatly 

affects to the formation of Fe2O3-TiO2nanocomposite from 

ilmenite ore, the sintering time does not significantly affect 

to the formation of nanocomposite. The success of 

fabrication of nanostructured Fe2O3-TiO2 composite from 

ilmenite ore by a simple approach of calcination will 

certainly introduce a cost-effective way to synthesize the 

metal oxides nanocomposite, which can be use in 

adsorption, photocatalysis and energy storage. In the next 

study, we will investigate the photocatalytical activity and 

adsorption properties of this resultant nanocomposite. 
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