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Abstract—Agent group communication is one of the
most important functionalities that should be
reconsidered for highly dynamic and large-scale
distributed agent systems. Although previous researches
on this topic have actively been performed, there is little
research work that addresses the various important issues
or properties such as reliability, scalability, causal order
and so on harmoniously due to their respective limitations.
In this paper, we introduce our novel work that have
already been done to achieve the goal mentioned above,
and compare it with the existing onesin detail.
Keywords— causal ordering, distributed system, group
communication, mobile agent, reliability.

. INTRODUCTION
Software agent programming paradigm with agent
mobility has several beneficial features such asicton
of network traffic, overcoming of network delay,adring
asynchronous execution and enhancement of dynamic
adaptation [5, 6, 10, 19]. These advantages maklena
this technology to be very widely used in distrémit
systems. But, as their entire size rapidly becolagger,
several research issues related to this technalogic
paradigm such as communication, security, dynamic
adaptation, etc., should be reconsidered to ovezcihis
sort of new demand [1]. Among them, the most imgoatrt
functionality is improving the mobile agent
communication performance even though the systeems a
based on very large-scale infrastructures.
Although previous researches on this topic havevelgt
been performed, there is little research work #udress
the various important issues or properties such as
reliability, scalability, causal order and so on
harmoniously due to their respective limitations.this
paper, we introduce our novel work [1] that haveady
been done to achieve the goal mentioned aboveirike
Fig. 1. They allow each mobile agent to replicate its
location information only on a few among its visgi
nodes adaptively depending on its preferences. They
enable all messages sent to a mobile agent grodge to
reliably delivered to its surviving group members d
consistent causal order. In addition, they prostiert-
cuts to its target group by each sending agentikgefs

effective group location information table. Theng w
attempt to analyze it against the other previousks/n
various aspects in detail.
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Fig. 1. The important prdpeftiesto satisfy for our goal.

Il. SYSTEM MODEL
This paper considers an asynchronous distributeshtag
based system where there is no global memory, aloag|
clock and no bound on message delay [8]. The system
consists of a set of agent service nodes. Eaclceamede
supports an environment in which agents can operate
safely and securely, and provides a uniform set of
services through which visiting agents can acdsdsdal
resource in a limited way regardless of their lmrat. An
agent is initially created on a service node, calleme
node of the agent, and is given a unique identifighin
the node. So, each agent can be identified as lzalgjfo
unique object in the system by using the combinatib
its local identifier and the identifier of its honmeode.
When an agent migrates in the system, its codestaid
information are captured and then transferred éonixt
node. After arriving at the node, the mobile agestumes
and performs its task, if needed, by interactinthwither
agents. In order to perform an assigned task oalbeha
user, a mobile agent AID executes on a sequenik by
service nodes according to its itineraryp*[DNnome
DNy, ..., DNgp], which may be statically determined
before the mobile agent is created on its home rayde
dynamically while progressing its execution. It is
assumed that communication channels support stndar
asynchronous message passing with the reliable FIFO
ordering property and are immune to partitioning. [8
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Mobile agents can migrate and messages be passayl al
these channels. Finally, we assume that serviceshadd
mobile agents crash based on the fail-stop model, i
which they lose contents in their volatile memoraesl
stop their executions [17].

M. CAUSALLY ORDERED MESSAGE

DELIVERY FOR MOBILE AGENT GROUPS

In this section, we describe how our work [1] camdiie
each issue stated earlier in detail.
3.1 Reliability
3.1.1 Agent Mobility and Directory Node Failure
Before introducing our work, let us explain theidiion
of two important terms, forwarding node and locator
according to the role of each directory service enod
Forwarder of an agent is a directory service ndus t
maintains a forwarding pointer of the agent orsftgage.
Thus, there may be the various number of forwarding
nodes of each agent in the system according tohwhic
agent communication protocol is used. Locator of an
agent is a special forwarder managing the identiffehe
service node that the agent is currently running on
Assuming every node is failure-free our protocajuiees
only one locator for each mobile agent to addregnt
mobility. But, if the protocol intends to toleratp to F (F

= 1) node failures, (F+1) locaters of each mobilerdg
should exist. Our location updating module can ensu
reliable delivery to mobile agents despite both nage
mobility and F failures of forwarders as followshen,
we assume that the value of F is 1 in all examghesvn
later for explaining. Initially, when the agentdseated,

its home node becomes the first forwarder and dwoaft
the agent. This moduleallows each mobile agent to
autonomously replicate trails of forwarding poistemly

on a small number of appropriate visiting nodeskenl|
the existing forwarding pointer-based protocols, [13].

In this way, it can control adaptively the tradelodtween
location updating and message delivery costs dépgnd
on agent’s preferences.

3.1.2 Mobile Agent Failure

Assuming this kind of mobile agent platforms, theray
occur two sorts of mobile agent failures, general
member's failures and group leader's failure [listFif
some agent members except for their group leagesher
their identifiers and locators information haveyotd be
removed from the other surviving agent members'
membership table GMInfo in our work. But, if theogp
leader's failure is detected, the corresponding uieod
must execute the following complicated procedure.
Among the other surviving members, a new groupdead
is chosen that has delivered the largest number of
messages destined to their group. Then, the |esmbend
force the other live agent members to receive thbaj

delivery sequence numbers of all the messages which
has delivered, but they haven't yet, and delivez th
messages in order.

3.2 Causal Message Ordering

To satisfy causal ordering property on message/etli
each agent group member i should have the following
variables.

- MVector;: a vector where MVectgj is the timestamp

of the last message sent from each member j having
affected the current state of agent i.

- RMSG_Q: a message buffer for maintaining all the

messages which have been already received by @gent

but are waiting until the causally ordered delivery

condition is satisfied with itself. Each elementansists

of two fields, msg and MVector, where MVector was

piggybacked on message msg when agent i has rdceive
the message. So, if j is the sender of msg and

((e.MVectoyfj] > MVectori[j]) U (Uk#j: e.MVectoy[k] <

MVector[k])), msg can be delivered to the corresponding
application and then e is copied into DLVD_@nd
removed from RMSG_Q

- DLVD_Q;: a message buffer for keeping every message
which has been already delivered to the correspgndi
application. Each element e consists of two fieliisg
and MVector, where MVector was piggybacked on
message msg when agent i has received the messige.
used for giving lost messages to another mobilentage
member on its request for ensuring reliable message
delivery even on unreliable networks. When agent i
knows every other group member has received the
message, it may be garbage collected from the buffe
Suppose there is a mobile agent group consisting of
agents, p, g, r and s, sending 3 messagesmyrand m,

to all members in order. In the previous inter-ragss
causality ensuring protocols [2, 3], r cannot reeein

and m except for delivering min this example due to
their loss on the unreliable network assumed is plaiper.

In order to deliver all messages to a group of meobi
agents reliably, our proposed protocol allows each
member like p, g, s to buffer received messagessin
memory, DLVD_Q. Also, to keep the causal ordering
requirement, the protocol makes each member check
causality relation violation. In case the receivedssage
arrives at a process later than its successors, all
consecutive successors after the message in order a
delivered to the corresponding application. If awber r
receives a message; iffilom s without the receipt of its
predecessors, mand m, like in Fig. 2, it requests #is
sender s gives the predecessors to itself by sgnain
solicitation message with 48 dependency vector,
MVector,, and MVectos piggybacked on mreceived
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from s. After having obtained ytand m from s, r can
deliver all three messages to their corresponding
application despite the message loss like in tnerd.

Message Vector Timestamp Comparison for Identifying Lost Messages
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Fig. 2. Procedure for ensuring causality relation.

V. COMPARISONS
Broadcast-based protocol [15] guarantees transpargh
reliable inter-agent communication and can alsovigde
multicast communication to a set of agents. Butptate
the message destination, the protocol has to coetacy
visiting node in the network. Thus, its large ti@ff
overhead makes broadcasts impractical in largeescal
distributed agent systems.
In home-based protocol [12] inspired by Mobile 5]
18], every mobile agent has a home node and should
register its current location with the home nodemndver
it moves. Thus, when some messages are sent tdigemo
agent currently located at a foreign node, the agss
are first directed to its home node, which forwattasm
to the agent. This protocol is simple to implemant
results in little mobile agent locating overheadwéver,
it is unsuitable for highly mobile agents in distried
agent based systems because every agent location
updating and message delivery are all performedrato
the home node, which introduces centralization.
Additionally, in the distributed agent-based systetine
home node may be disconnected from the network.
Forwarding pointer-based protocol [13] forces eaote
on a mobile agent's movement path to keep a forwgrd
pointer to the next node on the path. Thus, if asage is
delivered to an agent not being at the home ndue, t
message must traverse a list of forwarders. Thus, t
protocol can avoid performance bottlenecks of toba
infrastructure, and therefore improve its scaléhili
particularly in large-scale distributed agent-based
systems, compared with the home based one.
Additionally, even if a home node is disconnecteahf
the rest of the network, the forwarding pointer duhs
protocol allows agents registering with the node to
communicate with other agents. However, as highly

mobile agents lead to the length of their chainpaifiters
being rapidly increasing, its message forwardingrbgad
may be significantly larger. Furthermore, the numbg
forwarding pointers each service node needs to lkeep
its storage may exponentially increase if a largenioer

of mobile agents are running in the systems. Ineaipus
work [13], a type of update message called inform
message was introduced to include an agent's durren
location for shortening the length of trails of i@rding
pointers. In this case, a node that receives thesage is
allowed to update its table if the received infotioma is
more recent than the one it had. However, it intoes$ no
concrete and efficient solutions for this purposer,
example, when update messages should be sent, and
which node they should be sent to. To consideuifad of
forwarders, a fault-tolerant directory service foobile
agents using redundancy of forwarding pointers [4d$
proposed.

Mailbox-based protocol [4] was proposed to provide
location-independent reliable message delivergalltiws
messages to be forwarded at most once before tley a
delivered to their receiving agents. Also, the mmoeat of
agents can be separated from that of their maikbdmxe
determining autonomously whether each mailbox is
migrated to its owner agent. However, uncertainfty o
message delivery to mailboxes may result in uselagy
polling. On the other hand, even if urgent messages
forwarded to a mailbox on time, they can be deédeto

its corresponding agent very late depending oragent’'s
polling time. Moreover, whenever each mailbox moves
its new location information should be broadcasted
every node which the mailbox has visited. This rimeyr
high traffic overhead if assuming most agents agéiy
mobile.

Macédo and Silva in the work [11] defined mobileeaig
group concept and its membership mobility for thet f
time. However, the protocol just provides the cqtcel
definition of mobile agent group communication segg
and a sort of very limited virtual synchrony forgieach
mobile agent to install and update a group viewrgve
migration. Also, it doesn't guarantee any message
delivery order and incurs high overhead causeddgania
mobility.

Sama [9] is a distributed and scalable applicateel
group communication mechanism for large scale reobil
agent applications which delivers messages in a
considerably low time. It uses Message Dispatcher
Objects (MDOs), which are special objects on everst,

to parallelize and speed up message delivery tgrbep
members. It can also detect host failures and negtom
them. However, it doesn’'t address any total order o
causal order message delivery requirement.
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Hierarchical group communication system for mobile
agents [20] was introduced to support totally oeder
multicast and membership management functionslii7].
this system, a group of mobile agents form sevageht
clusters, and each agent cluster consists of abhileno
agents residing in the same sub-network and is geha
by a special module, named coordinator. Then, all
coordinators form a ring-based overlay for interadiag
messages between clusters.

In summary, all the protocols mentioned before oann
satisfy every properties required when designinigibke
mobile agent group communication with causal messag
delivery order [2, 3]. Fig. 3 shows analysis resulft the
existing mobile agent communication protocols idahg
ours. As you can see in this figure, our work camehall
the five beneficial features unlike the others.

Mobile IP | Forwarding
Protocol GCS-MA | SGCM | MAG | Broadcast Mailbox
Ours inspired pointer
Properties [20] El] [111 [15] 4]
21 [13-14]
Agent Mobility Yes Yes Yes Yes Yes Yes Yes Yes
Fault- Very Very
High High | High Medium High High
tolerance High Low
Causal Order Yes No No No No No No No
Group Concept Yes Yes Yes Yes - No No No
(Partially)

Fig. 3. The important properties to satisfy for our goal.

V. CONCLUSION
In this paper, we analyzed several representatie@iqus
mobile agent communication protocols with our wark
terms of reliability, scalability, causal orderiagd group
concept support. Also, we can verify our protocat a
lot of strengths on every issue against the exjstines.
For future works, we should perform various experits
to precisely and quantitatively evaluate their abaity,
adaptability and reliability by simulation. Moreayeve
will extend our protocol to satisfy soft real-time
requirement to run deadline-constrained collabeeati
applications on loT systems.
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