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Abstract—The Improved Web Explorer aims at
extraction and selection of the best possible Higer
and retrieving more accurate search results for the
entered search query. The hyperlinks that are more
preferable to the entered search query are evatlidg
taking into account weighted values of frequenaés
words in search string that are present in anchexts
and plain texts available in title and body tagsvafious
hyperlink pages respectively to retrieve relevant
hyperlinks from all available links. Then the copicef
ontology is used to gain insights of words in shastring

by finding their hypernyms, hyponyms and synsets to
reach to the source and context of the words incdea
string. The Explicit Semantic Similarity analysiboray
with Naive Bayes method is used to find the semanti
similarity between lexically different terms using
Wikipedia and Google as explicit semantic analysas
and calculating the probabilities of occurrencevedrds

in anchor and body texts .Vector Space Model isighei
used to calculate Term frequency and Inverse dooume
frequency values, and then calculate cosine siitigar
between the entered Search query and extractedarie
hyperlinks to get the most appropriate relevanceewi
ranked search results to the entered search string.
Keywords—Web-Explorer, TF-IDF, Lexical, Ontology,
Explicit Semantic similarity analysis.

I.  INTRODUCTION
Web Explorer is nothing but a web spider that traes
various links available on the world wide web. The
widely spread web represents voluminous data from
different contexts, different geographical locatoand
different intents. However retrieval of preciseadaased
on the intent of the search is of utmost importamt
maintain the interests in web traversal. The tdspriomne
importance is to traverse the hyperlinks on the art
find out the seed links that might be of interestthe
search. The selection of the hyperlink is esserttal
ascertain the relevance of web pages with the edhter
search string. The ascertained links are classifitdtwo
types: the seed URLs from the Internet and the tgpda
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URLs from the unvisited list [1]. The seed URLstthee
related to a search string can be extracted froen th
gathered search results, which are retrieved begragipg
google provided api to gather search results i.e.
http://ajax.googleapis.com/ajax/services/searchPwel.
0&g=YourSearchStringHer&he first task is to find file
type of pages linked with the urls. Each Page hawbas
title text anchor text and body text. These typésest
can be used efficiently by assigning weights and
considering frequencies of words in search string t
calculate relevance of linked page with the seatchg.

Mouse 1§ an Mouse belongs to

equipment in animal rodents
computer C:' keywords |:> Camily
D1 D2

Fig.1: VSM, Mouse Keyword matches the two documents
but the context is different.

Vector Space model comes in use to calculate atioel
between search string and pages by calculatingclsear
vector and page vectors of traversed links. If &eatring
contains few terms that are also present in exglareb
pages, then the Term frequencies and Inverse datume
frequencies can be calculated easily, but if bathehno
common terms then Vector space model fails to tatieu
tf-idf because tf will be 0. Also, two lex-icallyiféerent
terms does not mean that they must be represeting
different things as they may be semantically sinji2d.

Hypernym{D2, Apple) - Fruit
Hyponym(D2.Apple) : cutard
applemustard apple.pine appld

<:| Ontology ED. _________

Definition(D2, Apple) -Sweet
Dl Fait ...

Idioms(D2, Apple) : Apple a
day keeps doctor away

HApple

Fig.2: Ontology, Different ontologies of apple are
considered but Apple and Apple Inc cannot be
contextually differentiated.
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Thus ontology is used to find out the synonyms,
hypernyms and hyponyms to be able to gain morglisi

of the context of the search query. For e.g. apyae
hyponyms as pine apple, custard apple, etc. and its
hypernym is fruit, apple may have a synonym as its
biological name. The definition of apple may contai
some words that represent some other fruit withesam
properties that search might be interested in ssctweet
fruit.

xplicit Semantic
Search on wikipedia

D2

Fig.3: Explicit Semantic Search, Wikipedia can hadp
distinguish between Apple Fruit and Apple Company

Some of the technical terms or names of companies
cannot be found in dictionaries nor have any retetilike
hypernyms, hyponyms and synonyms. In such case
Semantic analysis from an external source can be
considered such as Wikipedia or Google. Semantic
Similarity can be calculated by again taking into
consideration different contexts of the same keywloy
calculating naive Bayesian probabilities for links
Wikipedia or Google representing different contexts

Thus the proposed system is the combination of dfect
Space Model, Ontology based Semantic Similarity and
Explicit Semantic analysis of the entered seanéhgst

Our model is helpful in determining more accuragarsh
result links by traversing its contents checkingptogies,
determining semantic similarity from external sasc
such as Wikipedia then computing Tf-Idf values and
finally aggregating the weighted average to obtaivst
relevant resulting links.

I.  RELATED WORK
Our model extracts the most relevant hyperlinksato
entered search query. This can be achieved by
aggregating results of Vector Space Model, Semantic
Similarity model using ontologies and External S@ur
and computing the cosine similarity between trasgrs
links and the search query.
TF-IDF Approach: Term Frequency Inverse Document
Frequency approach sequentially first of all cadtes
keywords by removing stop words from documents such
as a, an, the, is, for, etc. Then for remainingtewhich
are said to be keywords form the query are the term
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frequency from each document for each keyword usmidb
out.

RelScoreq = »  wy, wy, = TFq-IDF,
teqnd

Where,

Term frequency TF(t,d) = Frequency of occurance of
term t in document D .

The term frequency is normalized in huge datasgts b
dividing the frequency count with total count oétterm t

in all documents .

And Inverse Document Frequency (IDF) of term t is
given by

IDF(t) = Log (f(t)/N)

Where f(t) is frequency of occurance of term t &hds
total number of documents.

RelScore(d) is the TFIDF value of document which ca
also be called as the document vector.

Now the same procedure is followed to calculatergue
vector for entered search string where term frequeri
absent terms is taken as 0 and multiplying it wib#
values previously calculated.

Now the similarity between Document vectors and rQue
vector is calculated by vector space model to cdenpu
cosine similarity using

Zi gz'dvz' )
V2GS A

Where q is the query vector and d is document vecto
Semantic Similarity with Ontology:

Semantic similarity model works in three steps

The weight gi of each query term i is adjusted Haseits
relationships with other semantically similar terms
within the same vector

Simi(g, d) —

J7TE

>

sim(Z. j) >t

. J—

g; — gi + g;sim(z, j).

Where t is a user defined threshold (t= 0:8 in thisk).
Multiple related terms in the same query reinfoeeeh
other (e.g., “railway”, “train”, “metro”). The welgs of
non-similar terms remain unchanged (e.g., “train”,
“house”). For short queries specifying only a feavnts
the weights are initialized to 1 and are adjustezbeding

to the above formula.[3]
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Fig.4: Weights for assigning qi in above formula

depending on relationship whether Hypernym, Hyponym

or synonym.
Hypernym (pigeon)=bird, a generalized term whichyma
act as source word for contextual analysis.
Hyponym(pigeon)=sparrow, crow, etc. other elemerits
under same class.

Synonym are alternate words that can replace angive

word.[4]
Definition words = The words in the definition ofterm

may determine semantic similarity of the words for

example in the words Induction and Deduction d&éni
they are antonyms.
Co-occurring terms = Words that are joint e.g. \Ray

station Phrases=Incandescent light where synset of

incandescent includes light.

Explicit Semantic Analysis:

Wikipedia is the largest online data library witliferent
contexts related to the same term which can als®ve
appropriate results for non-dictionary terms or aarthat
cannot have ontologies or word background to nedrie
more about its related context. So Wikipedia al@rntp
naive bayes can help us retrieve probabilitieohs in

search query and thus semantic relatedness of hsearc

string to the Wikipedia pages so far retrieved.[5]
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Tnput: (uery ¢, Docament d, Sermantc Stmlaity 3tm, Thresholds £, T, Ontology.
Output: Dociment sy vele S, .

1. Compute (uery term vector: (3, g,/ using ¢ - idf weighting schere.

2. Compute Document term vectar: (d;, ... wsing ¢ - i welgheng scheme
j#
3. Query Re-wightng: Forell iems i mquey compue v veigtg =g+ ) g ).
i o
4. Query Expansion: Foralltems  nquery retnive tems from ontology seisfyng s ) » T.

5. Torm Weighting: For all trmos £ I query compute new weght &

Eir"j‘ gl isaenem
EI:: i [2T 1 6

+Z;:jlj,mqj m(i,j), ihad weight;

6. Query Normalizaton: Nomuaize query by query bngth

7. Compute Document Smlaity: (g, ) = %I)Q:edq_m(‘i‘
i
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-
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Informialion Extraction '« _:)
Wikipadia

Percentage of articles that contain term  as anchor

P(t€T) texts versus articles that contain r {Section 4.1.1),

Peclr) =Z ﬂ_Ptfcls,-)P(edr] {Section 4.1.2]
€ER

Percentago that anchor text s inked 1o

Plelt) | .. ?
article (entity) e.

Percentage that article ¢ is chosen from

P(c|e) |article ¢ through one of incoming or

outpoing links

P() Percentage of Incoming and outgoing links of article «

viersus all links {Section 4.1.3)

When input text T coptams 1erms fy, ==, by,
thie prabability that article ¢ s related to T 16 calculated as balow,

[TE. (P € TIPCelee) + (1 = P(ti € T))P(CD)
j:(c-')h-i

' Se&iun 4.-1

P(elT) =

Section 4.2

Fig.5: Summary of Existing SSRM Infrastructure

[l SYSTEM DEVELOPMENT

The search string is appended to the Google sequicto
retrieve the seed urls of entered query. The peafar of
links can be computed using the comparison of Ancho
texts, title texts and body texts of the linkstie seed url.
Along with that the Ontology based on weighted
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relationships of synonyms, hyponyms and hypernyimis e

is calculated. Further the explicit semantic siniiyja
between search string and Wikipedia pages relabed t
different contexts of query terms are computed thadf-

idf approach is used to compute query and document
vectors. The average of all the methods providesitisa
score that decides the relevance of the entereqy quith

the hyperlinks based on all calculations. The greigtthe
value of score for a link ,the more is the document
relevance, semantically and contextually to thk.lin

seedurll [Pagel
7 URL Relevance

seed url2 P | ompug
. anchor textbody
. text with search

Search String [> Google apisearch

seed U1 pygey g
Vector Space EIXplliCi.T Semni Ontology check
Bettr Relevant | Model sty ek Hyoernyms
Result <] TR-DF <] hing <] Hyponyms
Cosine Smilar Viipeda Definitons
ity [diomsdPhrases

Fig.6: Proposed system for better result retriewsing

combination of VSM ,Semantic Similarity Model using

ontologies from wordnet ,Explicit Semantic Simtlari
using Wikipedia.

V. CONCLUSION
This method is proposed to improve the efficiendy o
Web explorer by combining the Vector Space Modat th
computes similarity between two objects containing
common terms, Semantic similarity method with
ontologies that provides the related and alterteatas for
queries there by increasing the scope of searchlidix
Semantic Similarity that helps retrieval of inforioa
about terms that are not possible with ontologidéimw
different contexts. Thus it is now possible to teea web
explorer that can remain focused and explores atgre
scope to retrieve more contextually relevant links.
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