International Journal of Advanced Engineering, Margement and Science (IJAEMS)

Infogain Publication (Infogainpublication.con)

[Vol-2, Iesd, April- 2016]
ISSN: 248311

Efficient Image Based Searching for Improving

User Search |

Manisha Nath,

mage Goals

Mr. N Praveen

Department of Computer science and engineering, $)RMersity, Chennai, India

Abstract— The analysis of a user search goals for a queryl) Multi-concepts: here a keyword may represerfedht things.

can be very useful in improving search engine @miee
and the user experience. Although the researchfarring
by user goals and intents for text search has w@atkimuch
attention, so small has been proposed for imageckedn
this paper, we propose to
information, which will indicate by high correlatis among
the clicked images in a session in a user clicktlgh logs,
and combine it with the clicked image visual infation for
inferring the user image-search goals. Since thigkcl
session information can serve as past users’ intplic
guidance for the clustering the images, more peeciser

search goals can be obtained. The two strategies ar

proposed because of combine image visual informéeto
the click session information. Furthermore a cléisation
risk based on approach is also proposed for autaraly
selecting the optimal number of search goals fajuary.

For a example, a kind of fruit, “apple” is end witew concepts by
that apple, Inc. 2) Multi-forms: the same thing nireaywe different
forms. Which Take “Bumblebee” in the film Transfomseas an
example. It has two modes: the car mode and thexhaith mode.
These two modes are the two forms of “Bumblebee. MBiti-

leverage  click SeSSIorrlepresentatlons in image search, the same thmpeaepresented

from the different angles of view such as the queay. It can be
represented by a real scene and by close-up. Eresaarch goals
is very important to improving search-engine refeesand user
experience. Normally, the captured user image-begoals can
also be utilized in many applications. For example, can take
user image-search goals is a visual query suggesstio help users
reformulate their queries during image search. Al can also
categorize search results for a image search aogoitd the

inferred user image-search goals to make it edsiea users to
browse. Furthermore, we can also diversify and atscank the

results retrieved for a query in image search \ih discovered
for user image-search goals. Thus, inferring usesge-search

Experimental results based on the popular commeErciagoals is one of the key techniques which to imprguisers search

search engine for demonstrate the effectivenesshef
proposed method.

Keywords— click-through logs, goal images, imagexsg
goals, semi-supervised clustering, spectral clustgr

I. INTRODUCTION

In web search applications, the users submit gsi€rie., some
keywords) to search engines for represent theirchegoals.
However, in many cases, the queries may not exaepyesent
what they want since the keywords may be polyserandscover
the broad topic with the users tend to formulatatshueries rather
than to take the trouble of constructing long aadefully stated
ones. Besides, the even for the same query, useys hanee
different search goals. Fig.1 shows some of thengia for user
image-search goals which discussed in this pdpech goal in
Fig. 1 is represented an image example. From Fi@Qurl
experimental results, we find that users have ifferdnt search
goals for the same query due to the following thiessons.
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experience. However, although there has been nesdarch for
text search, few methods were proposed to thesgsech goals in
image search. Some works try to discover a usegersearch
goals based on textual information. However, siexernal texts
are not always reliable (i.e., not guaranteed &ripely describe
the image contents) and tags are not always alaitabse textual
information based methods still have limitations.should be
possible to user image-search goals with visuabrmétion of
images since different image-search goals usuatlye hbeen
particular visual patterns to be distinguished fribra each other.
However, since there are semantic gaps betweereatores that
exist image features and the image semantics, rimferuser
image-search goals by the visual information i Isigy challenge.
Therefore, in this paper, we propose to introducklitenal
information sources to help narrow these semanfisg

Intuitively, click-through information from past @i can provide
good guidance about to the semantic correlatiomanmages. By
mining the user click-through logs, we can obtaim tkinds of
information the click content information and thkck session
information. a session in user click-through logsaisequence of
the queries and a series of clicks by the userribwddressing a
single information need. In this paper, we definesession in
image search as a single query and also a serdikdéd images
as illustrated in Fig. 2. Usually, clicked imagesa session have
highly correlations. This correlation informationopides hints on
which images belong for same search goal from t@epoint of
image semantics. So, in this paper, we proposattoduce this
correlation information (named as click sessiomiinfation in this
paper) to reduce semantic gaps between the existirape
features and the image semantics. More specifically
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Image semantics. More specifically, we propose dhester the
clicked images for a query in user click througlgdaunder the
guidance of click session information to infer ugeage-search
goals. With the introduction of the correlation drrhation, the
reliability of visual features can be improved. Tdontributions in
this paper can be described as follows. 1) We mepa new
framework which combines image visual informatiom éhe click
session information for inferring user image-seagdals for a
query. In this way, for more precise image-searohlgcan be
achieved by 2) we propose the two strategies (itee, edge-
reconstruction based strategy and the goal-imageebatrategy)
to effectively implement the process of the comtgnimage
visual information with click session informatioie also propose
to introduce spectral the clustering for handlifge tarbitrary
cluster shape scenario during the clustering. 3ceSidifferent
queries may have different number of search goalg.,(some
queries may have two goals while others may hakeetgoals as
in Fig. 1), we further propose a classificationk riCR)-based
approach

Fig. 2. Session for a query apple in user clicktigh logs. (a)
Search results returned by the search engine. fikekcmarks
mean that the images were clicked by a user. (b%i&e in user
click-through logs.

To automatically decide the optimal number of seagoals for a
query. The rest of this paper is organized a. byodtuces some
related works. The framework of our approach isohtices the
edge reconstruction based strategy to combine imageal

information with the click session information afat introduces
the goal-image-based strategy. The clustering ndetlor

achieving search goals like the CR-based appraaoptimize the
number of user search goals.

Il. PROBLEM STATEMENT

The existing methods for image search suffered frtm
unreliability of the assumption under where initi@xt-based
image searches result. However, such results congaia large
number of images and with more number of irreleviamges.
Image search engines can apparently provide amtleffs route,
but currently are limited by the poor precision tbe returned
images and also restrictions on the total numberinohge
provided. The text based image are contains retermhirrelevant
image results. Which all of the existing algorithregjuire a prior
assumption regarding to the relevance of the imagése initial,
text-based search result with less efficiency.
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A.INFERRING USER SEARCH GOALS BY CLUSTERING
PSEUDO-DOCUMENTS
With the proposed pseudo-documents, we can infer search
goals. Here, we will describe how to infer userrceagoals and
depict them with some meaningful keywords. Feedlsadsion is
represent by the pseudo-document and also the réeatu
representation of the pseudo-document is Ffs. Tindlasity
between two pseudo-documents is use to computédeasosine
score of Ffs i and Ffs j, as follows:

Simi;j =4 cos (Ffsi;Ffss)

(Fisi, Fis )/|jFesik||Frsij|
And the distance between two feedback sessions is

Disi; j=1_Simi;j

The cluster pseudo document by K which means ciagtevhich

is simple and effective. We do not know the exagnber of the
user search goals for the each query, we set ke tiive different

values and perform clustering based on these fiatues,

respectively. So determine the optimal value thiouthe

evaluation criterion. After clustering all the pdeudocuments,
where each cluster can be considered as one uasthsgoal.

Fcenteri is utilized to conclude the search goathefi th cluster.
Finally, the terms with the highest values in cepignts are used
as the keywords to depict the user search goalse Nt an

additional advantage of using this keyword basestmigtion is

which the extracted keywords can also be utilizeébtm a more
meaningful query in a query recommendation and thas

represent the user information needs more effdgtikdoreover,

we can get the number of the feedback sessionsédaarh cluster;
the useful distributions of user search goals camlitained. The
ratio of the number of the feedback sessions irotiecluster and
the total number of all the feedback session isdik#&ribution of

the corresponding user search goal.

B. EVALUATION BASED ON RESTRUCTURING WEB
SEARCH RESULTS

The evaluation of a user search goal into ferea@ehig problem,
since user search goals are not predefined and ihero ground
truth. Previously has not proposed a suitable agpran this task.
Since the optimal number of clusters is still netedmined when
inferring user search goals, a feedback informaitfoneeded to
finally determine the best cluster number, Themfoit is

necessary to develop a metric to evaluate the peaioce of the
user search goal inference objectively. Considethy if user
search goals are inferred properly, the searchtsesan also be
restructured properly, to restructuring web seaetults is one
application of inferring user search goals. Thaefave propose
an evaluation method based on restructuring welzlseasults to
evaluate whether user search goals are inferregedsoor not.

Here we propose this novel criterion “Classified rage

Precision” to evaluate the restructure results. @ase the
proposed criterion, we also describe the methosketect the best
cluster number. Restructuring web search resultsesgearch
engines always return millions of search resultss necessary to
organize them to make it easier for the usersni diut what they
want. Restructuring web search results is an apjaicaof

inferring user search goals. Which we will introdubow to

restructure web search results by inferred userckegoals at
first. Then, the evaluation based on restructurimg web search
results will be described. The inferred user seagodals are
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represented by the vectors in and the feature septation of each
of the URL in the search results can be computé@&nTwe can
categorize each URL into a cluster centered byriferred search
goals. In this paper, we perform categorizationchgosing the
smallest distance between the URL vector and useciseyoal
vectors. So the search results can be restrucageatding to the
inferred user search goals.

1. METHODOLOGIES
In image search, when users submit a query, théyusually
have some vague figures or concepts in their maglshown in
Fig. 8. For the query “apple,” some users wantearch the fruit
apple. They usually know what an apple looks likee shape
should be round and the color should be red orngrei. These
are the common attributes (i.e., visual patterfishe fruit apple to
distinguish the fruit apple from other things. Meduile, other
users may want to search the computer or the belhg of Apple
Inc. These two search goals also have their ownavipatterns.
Therefore, users will use these vague figures stingi of those
particular visual patterns in their minds ratherrtlexternal texts to
decide whether an image satisfies their needs.

A. QUERY IMAGE

When an image searches in search engines, thatsponding
images are loaded in particular time, meanwhile ragrtbem there
is a un-categorized images are also spotted. Haweveducing
such databases containing a large number of imeggsvith high
precision is still manual task. Generally Imagercleaengines
apparently provide an effortless route. For thigetyf obtaining
images which can be filter and arrange. The resaftsthe
applicable images are assembled and our objectitieis work is
to rank a large number of images of a particulaassl
automatically, to achieved with high precision.

Image clusters for each topic are formed by selgdtnage where
nearby text is top of the ranked by the topic. Aruben partitions
the clusters into positive and the negative for ¢less. Second,
images and the associated text from these clustergsed and text
features.

B. DOWNLOAD ASSOCIATE IMAGES

The first approach, named Web Search, are subimisqtiery
word to Google Web search and all images thatiaked within
the returned Web pages are downloaded. The Goaogits lthe
number of returned Web pages to 1,000, but manthefWeb
pages contain multiple images, The thousands ofgéwaare
obtained. The second approach, Image Search, BtamsGoogle
image search. Google image and search limits thmabeu of
returned images to 1,000, but here, each of themed images is
treated as a “seed’—for further images are dowrddaitiom the
Web page where the seed image originated.

The third approach, Google Images, includes onby ilhages
directly returned to Google image search. The quaryconsist of
a single word and more specific descriptions sush‘penguin
animal” or “penguin OR penguins.” the Images shdwddsmaller
than 120 where 120 are discarded. In addition ¢oitfages, text
surrounding the image HTML tag is downloaded, thgetwith
other Meta data such as the image file name. TregénSearch
gives a very low precision and is not used for Havesting
experiments. This low precision is probably du¢h® fact of that
Google selects many images from Web gallery pagbh&chw
contain images of all sorts. Google is able toddéteclass images
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from those pages, e.g., the ones with the objestscin the file
name; however, if we use the Web pages as seeglspvérall
precision greatly decreases. So, we only use WelrcBeand
Google Images, which is use to merged into one sktaer object
class. Here the query has to be transformed to ptiogocol,
authority, host name, port number, path, querg fiame, and
reference from a URL using some methods.

C. SVM Implementation

A support vector machine (SVM) is a concept in atistics and
computer science for a set of related supervisachileg methods
which analyze data and recognize patterns, usedldssification

and regression analysis. The standard supportivectohine takes
a set of input data and predicts, for each of gimgut, which of

two possible classes comprises in the input, makiregsupport
vector machine a non-probabilistic binary linearssifier. Given a
set of training examples, each marked as belongingne of the
two categories, an support training algorithm baiiédd model that
assigns with new examples into one category orather. An

support vector machine model is a representatiaihe®examples
as points in the space, mapped so that the examptee separate
categories are divided by a clear gap that is & vas possible.
New examples are then mapped into that same spacgredicted
to belong to a category based on which side o§#pethey fall on.

D.FILTERING PROCESS

The text re-ranker performs well, on average, aigdificantly
improves to the precision up to quite a high re@alel. To re-
ranking the filtered images, which applied the texid vision
system to all images downloaded for one specifasgl It is
interesting to note that the performance whichoimparable to the
case of filtered images. It means that the leanigsdial model is
strong enough to remove the drawings and the symirohges
during the ranking process. So that, the filteigmgnly necessary
to train the visual classifier and this is not riegd to rank new
images, However, using unfiltered images duringining
decreases the performance significantly, so, th& raaception
here is the airplane class, where the training fiftered images
is a lot worse than with unfiltered images.

Handled by the surveillance system will effectivatyean that
reliable results could only be expected for shertqals of time.

V. RELATED WORK
The new Framework which combines image visual mfation
and click session information for inferring useraige-search goals
for a query. Spectral clustering With K Means fantling the
arbitrary cluster and shape scenario during cliusger The
classification risk (CR) is based on approach to raatally
decide the optimal number of search goals for ayqiwhere we
will get the images as per output so, that itscifficy is high. To
complete online process and achieve accuracy ofntiage. The
system should be robust and performance of theogezpmethod
is more compared with existing methods. By Inferrthg user
image search goals for those popular queries cavebeuseful,
and our proposed method can also be extendedrfewajuery. In
recent years, the research on inferring user gaadsintents for
text search has been received much attention. rly essearches
define user intents as navigational and informatioor by some
specific predefined aspects, such as product irgedtjob intent.
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Some works focus on tagging queries with more hibieal
predefined concepts to improve feature represemtaif queries.
However, in fact, these applications belong to ywassification.
The user search for goals and the number of theouldghbe
not

arbitrary and predefined.

S Siep 3 | Siep 4

Spectral

Fig 3 Framework ol oar approach

Clicked documents for a query in user click by thgslto explore
user goals. However, the click session informatiomot fully
utilized. Although there has been much more reseant the
inferring user goals for text search, few methoéseaproposed in
image search. Zha et al. who try to capture usailsgtm give
visual suggestions for a query in the image sedriedy first select
some tag words as textual suggestions by satisfyingroperties:
one of that is relatedness and other one is indtweness. Then,
they collect the images associated with a suggdstgdiord and
also cluster these images to select representatinges for the
keyword. However, the good performance of theirhodtdepends
on the precision of tags. n many web image searajines,
manual tags are not available and only externaksteare
achievable In these cases, the performance of beajecreased
by using external texts as the external texts ateas reliable as
tags. The research on diversity in retrieval igvaht to user goal
inference .lt aims to diversify the results retddv for an
ambiguous query, with the hope which at least ofiethe
interpretations of the query intent will be satidifig user. In early
works, Carbonell et al. Introduced marginal releeimto the text
retrieval by combining query relevance with infotiaa-novelty.
This information-novelty can be considered as lewel textual
content novelty. Recent works model the diversityelshon a set
of sub-queries. The sub-queries are generatedniplysiclustering
the documents for search results or by query expandhis
diversity can be considered as high-level sematitiersity. The
research on the diversity in image retrieval hag gtarted. We
consider the diversity and novelty of image retieas a high-
level image semantic diversity and the low-levedual content
novelty, respectively. The inferred user image-sleaoals in this
paper can exactly utilized to diversify the imagmarsh results
from high-level image semantics. Our goal-inferemesethod is
based on image clustering using similarity graftere has been
some research on image clustering with differenpesy of
information. Cai et al. first use textual and theklinformation to
cluster the images in web pages, and then theyvissal the
information to further cluster which the imageseach cluster.
They consider that as a single web page often tentaultiple
semantics and the blocks in a page containingrdiffesemantics
should be regarded as information units to be aedly They
define link information as the relationships betwethe page,
block, and image. However, when we cluster the esafpr the
query to infer user goals, there are no such bloakslink
information. Instead, we use click information listpaper. Cheng
et al. first divide a session into the positivetarand the negative
part &—. After that, they merge the positive parts intwrk lets
only, if the positive parts contain an image in coom, and the
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edges between chunk lets are then added if theeisnag+ andé—
of a session appear in two chunk lets, respectiviéigally,the
clustering is implemented on the chunk let grapthdugh their
method tried to introduce user information for figafing visual

Some works analyze= thinformation, it still has limitations since this thed requires the

users to identifg+ and&- in each session. However, in real data,
it is difficult to divide &+ and &~ precisely and ensure that the

images in a chunk let will not appear in b&thandé— of a session
simultaneously. Poblete et al. propose to useiegiér reduce the
semantic gap. They define the semantic similangph as an un
directed bipartite graph, whose edges connect afgbe relative
queries and the clicked images of these querieseMenyif the set
of this queries are irrelative, there may be fem@images shared
by multiple queries . In this case, the queries #rar clicked
images in the bipartite graph are independent aedsemantic
similarity graph can not provide any semantic infation. This
situation often happens if we randomly select allsseé of queries
from query logs.In this paper, we use the clickdifferent users
for the same query to reduce the semantic gap., Bunsalgorithm
is flexible to construct the semantic similarityagh for an
individual query instead of a set of queries.

V. CONCLUSION
In this paper, we proposed to leverage a clickisesaformation
and combine it with image visual information to timder user
image search for finding the goals. By click sessioformation
can serve as the implicit guidance of the past suser help
clustering. Based on this framework, we proposed stvategies
which use to combine image visual information wititk session
information. Furthermore, a click-classificatiorcaherence based
on approach was also proposed to automaticallyctsddg the
optimal search goal numbers. Experimental resudtaahstrated
that our method can infer by user image searchsguacisely. It
is worth noting that the proposed method in thiggpdocused on
analyzing a particular query appearing which in theery logs.
The inferring user image search goals for thoseulaopqueries
which can be very useful, and our proposed mettasdaiso be
extended for a new query. For example, we can in$er image
search for such goals to a group of similar quessead of a
particular query. The new query will be classifisth a query of
Group at first. Then the user search goals forgtery group can
be considered as the ones for this new query.
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