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Abstract— The shopping mall domain is a dynamic and
unpredictable environment. Traditional techniques such as
fundamental and technical analysis can provide investors
with some tools for managing their shops and predicting
their business growth. However, these techniques cannot
discover all the possible relations between business growth
and thus, there is a need for a different approach that will
provide a deeper kind of analysis. Data mining can be used
extensively in the shopping malls and help to increase
business growth. Therefore, there is a need to find a perfect
solution or an algorithm to work with this kind of
environment. SO we are going to study few methods of
pruning with decision tree. Finally, we prove and make use
of the Cost based pruning method to obtain an objective
evaluation of the tendency to over prune or under prune
observed in each method.

Keywords— Cost based pruning, Data Mining, |temsets,
Pruning.

l. INTRODUCTION
A. Shopping Mall
In today’s world, people often refer to visit thhopping
mall for shopping where they get what they neediire
place instead of visiting local shops one by ohkence, this
brings the mall authority a huge burden which rasleal
with major issues like managing the data for eauh every
product, attracting the customers towards mall tedigting
their needs, and decisions to increase the growtbaoh
shop.
B. Decision Tree pruning
Decision tree builds classification or regressiondsis in
the form of a tree structure. It breaks down a siitanto

smaller and smaller subsets while at the same tame

associated decision tree is incrementally developdte
final result is a tree witdecision nodesandleaf nodes A
decision node (e.g., Outlook) has two or more braede.g.,
Sunny, Overcast and Rainy). Leaf node (e.g.,
represents a classification or decision. The toprdesision

node in a tree which corresponds to the best piadic
calledroot node. Decision trees can handle both categorica

and numerical data. There are several major aecisee
pruning techniques. They are:
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1 .Post-pruning
2. Pre-pruning.

Il. APPROACHES
1. Post pruning:

The important step of tree pruning is to defineritedon
be used to determine the correct final tree sizegusne
of the following methods:

1. Use a distinct dataset from the training set (dalle
validation set), to evaluate the effect of post-
pruning nodes from the tree.

2. Build the tree by using the training set, then gppl
a statistical test to estimate whether pruning or
expanding a particular node is likely to produce
an improvement beyond the training set.

o Error estimation
o Significance testing (e.g.,
test)

3. Minimum Description Length principle : Use an
explicit measure of the complexity for encoding
the training set and the decision tree, stopping
growth of the tree when this encoding size
(size(tree) + size(misclassifications(tree)) is
minimized.

Chi-square

The first method is the most common approach. s th
approach, the available data are separated intsétoof
examples: a training set, which is used to builé th
decision tree, and a validation set, which is used
evaluate the impact of pruning the tree. The second
method is also a common approach. Here, we exptain
error estimation and Chiest.

Error estimate for a sub-tree is weighted sum afrer
estimates for all its leaves. The error estimatdar a
node is:

a=

Where:
= f isthe error on the training data

= N is the number of instances covered by the leaf
= z from normal distribution
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In the following example we s&tto 0.69 which is equal
to a confidence level of 75%.
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Combined using ratios 6:2:6 gives 0.51
[6/14%D.47+2/14%0.72+6/14"0.47)

1Bad
1Good

4 Bad

f=0.5
e=0.72

The error rate at the parent node is 0.46 and shece
error rate for its children (0.51) increases with split,
we do not want to keep the children.

«  Post-pruning using Chf test:
In Chi® testwe construct the corresponding frequency
table and calculate the Ghialue and its probability.

Bronze = Silver Gold
Bad 4 1 4
Good 2 1 2

chi? =0.21 Probability = 0.90 degree of freedom=2

If we require that the probability has to be ldsmta
limit (e.g., 0.05), therefore we decide not to tsihle
node.

» Cost based pruning:

This is one of the post pruning technique. In ththod not
only an error rate is considered at each nodelbotsacost is
considered. That is for pruning decision tree erade and
cost of deciding selection of one or more clasgllaltribute
is considered. Here one example is explained faitlme or

sick classification. Two type of pruning is showrroe

pruning and cost based pruning:

1. Pre-pruning:
Pre-pruning is also called forward pruning or ogdpruning.
It prevents the generation of non-significant breex Based
on statistical significance test we can tree geimravill be
stopped when there is statistically significant association
between any attribute and the class at a particalde. In
pre pruning, we decide during the building procgken to
stop adding attributes (possibly based on thearmétion
gain). However, this may be problematic becausestioms
attributes individually do not contribute much tdecision,
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but when two or attributes are combined, they nmaxeha
significant impact on the decision tree.

e Cost-Sensitive Decision Trees with Pre-pruning:
The algorithms we proposed in this paper are basdd 3],
incorporating two simple pre-pruning methods, diesct
below. 2-Level Tree. With this approach, we jusiidthe
tree with no more than 2 levels. [18] and [19] hased
similar approaches for error-based tree buildimgl shown
that simpler trees often work quite well in manyadsets. In
this paper, we use the same idea in the cost-Bensite
building process. The 1 [13]'s work includes both
misclassification costs and attribute costs. Atir#bcosts can
act as a natural pruning mechanism, because amsixpe
attribute is unlikely to be chosen to split the ad&trther,
unless there is a large gain in the reduction of th
misclassification cost. Nevertheless, over-fittioguld still
happen, especially when the attribute cost is sarakro (as
we study here).

Threshold Pruning Tree: Another common approactpfer
pruning is imposing a pre-specified threshold angplitting
measure. Using cost reduction alone, the unprureed[13]
would be expanded until the cost reduction is senalan or
equal to 0. We set a threshold on the cost redutticavoid
over-fitting. We assume that the tree expansion is
worthwhile only when the cost reduction is gredten the
sum of False Positive(FP) and False Negative(FI¥} e
assume that the cost of True Positive and True tNegés
0). That is: Threshold = F P + F N For cost-semsitrees
with both pre-pruning methods, the following is dise label
leaves. If the cost reduction is 0 or negative far 2-level
trees), or if the cost reduction is less than thieghold (pre-
specified threshold pruning), a leaf node is formaad it
should be labeled as the class minimizing the exeplecost
according to train data falling into the node. d¢f instance is
falling into a node, then a leaf is also formedelidal as the
class minimizing the expected cost of its paremteno

= Chi-square pruning

= This approach to pruning is to apply a statistieat

[18] to the data to determine whether a split on
some feature XKk is statistically significant.Inresr

of the effect of the split on the distribution of
classes in the partition on data induced by thi. spl
Here null hypothesis is considered, that the data i
independently  distributed according to a
distribution on data consistent with that at the
current node [19]. If this null hypothesis cannet b
rejected with high probability, then the split istn
adopted and ID3 is terminated at this node. It is
based only on the distribution of classes inducgd b
the single decision of splitting at the node antl no
by the decisions made as a result of growing a full
sub tree below this node as in the case of post
pruning. So here null hypothesis is stated asufeat
Xk is unrelated to the classification of data given
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features already branched on before this node. Thithere Gain(A) is expected reduction in the inforiorat
is the hypothesis that we form to determine whethezquirement caused by knowing the value of A(atte.

or not to reject the split. The split is only actpif

this null hypothesis can be rejected with higt Gain{d) = Infold) — Info.(D)

probability. We can perform chi-squared test as:
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Splitinfo(A) is value defined analogously with 1)
as

5 (Observed value — expected value)®
x -_

. (Expected value)
= According to this equation one contingency table is b
generated and according to this values . Spiitinfo(4) = — Z
= Consider one example, The statistical for Pearson’s =
chi-square test [19], which will be used here as a -
3.1.3 Gini Index

test of independence. To think about this, suppoSe . _ . e
P hp Cgim index is used in Classification and Regresdicee also

that at the current node the data is split 10:1k L . .
. o nowm as CART. Gini index measures the impuritypofa
between negative and positive examples. Furthgr . -
. . ata partition or set of training tuples as
more, suppose there are 8 instances for which Xk< =
Gini(D) =1-— Z.F‘1-2
i=l

false, and 12 for which Xk is true. We'd like to
understand whether a split that generates label

where Pi is the probability that a tuple in D bejsito
the class Ci.

|D;
Pt
D]

1Djl
log={——)
292011

data 3:5 (on the Xk false branch) and 7:5 (on tke X
true branch) could occur simply by chance.

1. ATTRIBUTE SELECTION MEASURES
Attribute selection is the process of removing tbéundant
attributes that are deemed irrelevant to the daténmtask.
The objective of attribute selection is therefayeséarch for
a worthy set of attributes that produce comparabl®- Over fitting
classification results to the case when all thaebaites are Qver fitting is a significant practical difficultjor decision
used. Measures for selecting the best split atgibiare tree models and many other predictive models. ittérg
almost all defined in terms of the reduction of uriy from happens when the learning algorithm continues teelde
parent to child node(before splitting)[13]. Thegder the hypotheses that reduce training set error at tle aban

V. PARAMETERS IN DECISION TREE

PRUNING ALGORITHM

reduction of impurity; the better the selected tsattribute.

There are number of attribute selection measureichwhavoiding over fitting

increased test set error. There are several appeato
in building decision treeshd

exist. Let t, be a training set of class labelgules. Suppose Possibility of over fitting exists because theeibn used for

the class label has c distinct values defining stimtit
classes.

3.1.1 Information Gain

Information gain measures the expected reductientropy
caused by partitioning the examples according
attribute.ID3 uses information gain as its attrébgelection
measure. This is based on Shannon’s entropy.

m
Info(D) = — z plillog-p(i)

i=1
Where Info(D) is also known as entropy of D.
3.1.2 Gain Ratio
Information gain measure is biased toward testh wiany
outcomes. Therefore the information gained by panting
on attribute is maximal, such a partitioning is lese for
classification.C4.5, a successor of ID3 [2] usegdension
to the information gain known as Gain ratio.

Gain{d)

Gain Batio{d) = ———
ain. RatiolA) Splitinfo(A4)
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training the model is not the same as the critetisad to
judge the efficacy of a model. In particular, a mlods

typically trained by maximizing its performance smme set
of training data. However, its efficacy is deteradnnot by
its performance on the training data but by itslitgbto

perform well on unseen data. Over-fitting occursewha
model begins to "memorize" training data ratherntha
"learning" to generalize from trend. As an extreemample,
if the number of parameters is the same as orgrésn the
number of observations, a simple model or learpiragess
can perfectly predict the training data simply bgmorizing
the training data in its entirety, but such a moduéll

typically fail drastically when making predictioafout new
or unseen data, since the simple model has natddato
generalize at all.

The potential for over-fitting depends not only dine
number of parameters and data but also the confulityaf

the model structure with the data shape, and thgninale
of model error compared to the expected level dse@r
error in the data.
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Even when the fitted model does not have an exsessparameter determines amount of data used for redeicer

number of parameters, it is to be expected thatfithed

relationship will appear to perform less well omew data
set than on the data set used for fitting. In paldr, the
value of the coefficient of determination will shikirelative
to the original training data.

In order to avoid over-fitting, it is necessaryuse additional
techniques (e.g. cross-validation, regularizatearly

stopping, pruning, Bayesian priors on parametersnaael
comparison), that can indicate when further trgjnis not

pruning. Among numFolds one fold is used for prgnémd
rest of them for growing the tree. Suppose numi&ithen
1 fold is used for pruning and 2 fold for trainifay growing
the tree.

Experiments on weka show the accuracy and sizeseffor
particular parameter. Here size of tree is considiérecause
it is mainly concerned with pruning. It indicatesitiw
pruning how accuracy (increasing or decreasingjyes.
Below graph shows measure for accuracy and sigeefor

resulting in better generalization. The basis ofneo both data sets in weka.

techniques is either (1) to explicitly penalize dyeomplex

models, or (2) to test the model's ability to gatize by

evaluating its performance on a set of data nod use

training, which is assumed to approximate the gfpimseen
data that a model will encounter.

How to avoid Over-fitting:
To avoid over-fitting add the regularization if teeare many
features.
parameters to be smaller (shrinking the hypothspace).
For this add a new term to the cost function

M ! 42
rr.immirFJ{E”: 1!2MZ i:j.( h[}{)— ?‘ )
which penalizes the magnitudes of the parametezsals

wu}m;ss](e) = T\SWZW!:I( p(x!) - At )S i y\sw ZW]:] ( e])s

B. Under-fitting:
If our algorithm works badly with points in our dadet, then
the algorithm under-fitting the data set. It candiecked
easily through the cost function measures. Costtiom in
linear regression is half the mean squared erroif erean
squared error is ¢ the cost function is 0.5C 2inlfan
experiment cost ends up high even after many iterst
then chances are we have an under-fitting proble.can
say that learning algorithm is not good for the bpem.
Under-fitting is also known as high bias (strongsbiowards
its hypothesis). In other words we can say thatobygsis
space the learning algorithm explores is too stogtroperly
represent the data.

V. EXPERIMENTS & RESULTS
In this section illustrates some experiments ora dst in

Weka. There are two data sets, Diabetes & Glass.

Diabetes dataset there are 768 instances andilfutgs. In
Glass dataset there are 214 instances and 10usBitHere
weka 3.7.7 is used for experiments. In weka theeesame
pruning factors like minNumobj, numFold etc. minNoim
in weka specifies minimum no of objects(instancasthe
leaf node. That is when decision tree is inducédevery
split it will check minimum no of object at leaf. ihstances
at leaf are greater than minimum num of obj thampng is

done. NumFold parameter in weka is affected onlyemvh
reduced error pruning parameter is true. That is th
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Regularization forces the magnitudes lod t
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Fig 3: Minnumobj vs Accuracy

Fig 3 and Fig 4 shows comparision of both data feetthe
accuracy & size of tree when minNumobj parametersisd.
Whenever minnumobj is increased the accuracy besome
almost same but tree size is changed. At startisgeams to

be increasing, but as minnumobj is increased repbatthe
size of tree is decreased which means more prusidgne
and accuracy is almost same.
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Fig 4: Minnumobj vs Size of tree
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Fig 6: Num of foldsvs Sze if tree

Fig 5 and Fig 6 shows comparision of accuracy arel of
tree for both data set when numFold parameteras.usor
reduced error pruning numFold is used. Wheneverfoldis

are increased the accuracy for both datasets almwstses,
but here it can’t be perfect for size of the tiBataset size of

the diabetes tree suddenly increases for valuegngrb to

6. For Glass dataset it is almost increases airgjabut as
the numfolds is increased,the size of tree redandsut the

accuracy is almost same.

VL. FUTURE WORK
As a direction of future work, we are implementiagveb

application with an improved GUIThe web Application

created will be website created will have loginilfgc for
users. It will have section for the users to acaksils of
the products. The output will consists of the tistreal time

analysis of the products. The other way to getabeurate

(1]

(2]

(3]

(4]

(5]

(6]

[7]

result is by making the system analyze the products

manually, we are investigating the effect of chogsthe
appropriate algorithms to implement analysis ondpots.
This technique can be further used in predicting tore
complex environments.

VII. CONCLUSION

In the Research work we have thus studied the iegist

system for data mining consisting of the Apriomja@ithm
along with its advantages and disadvantages. Runtre
we have studied the cost based pruning algorithefficient
for pruning large dataset. Execution time and paunest
based data are the main performance factors ofwhik.
From the experimental results, we observed thetPtluning

algorithm required minimum execution time and isaal
identified more number of frequent items. Mininghaiques

will then be very significant in order to conduatvanced
analysis, such as determining trends and finditgrésting

patterns, on streaming data using pruning techsiguelata

mining.
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