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Abstract— The successful experiment of data mining in
highly visible fields like marketing, e-businessd aetail
has led to its application in other sectors andustlies.
Healthcare is being discovered among these arelasterl

is an opulence of data available within the headfiec
systems. However, there is a scarcity of usefalyais
tool to find hidden relationships in data. Thissearch
intends to provide a detailed description of NaBagyes
and decision tree classifier that are applied inrou
research particularly in the prediction of Heart §@iase.
Some experiment has been conducted to compare the
execution of predictive data mining technique angame
dataset, and the consequence reveals that Decigiea
outperforms over Bayesian classification.

Keywords— Data mining, Heart Disease Prediction,
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I. INTRODUCTION
Data mining is the computer based process of dxitac
useful information from enormous sets of databaBata
mining is most helpful in an explorative analysechuse
of nontrivial information from large volumes of eence.
Medical data mining has great potential for expigrthe
cryptic patterns in the data sets of the clinicamdin.
These patterns can be utilized for healthcare disign
However, the available raw medical data are widely
distributed, voluminous and heterogeneous in nature
These data need to be collected in an organized. for
This collected data can be then integrated to famm
medical information system. Data mining provides a
user-oriented approach to novel and hidden pattartie
data
The data mining tools are useful for answering s
guestions and techniques for predicting the various
diseases in the healthcare field. Disease predigtiays a
significant role in data mining.
This paper analyzes the heart disease predictisimg u
classification algorithms. These invisible pattecan be
utilized for health diagnosis in healthcare dataateD
mining technology affords an efficient approachthe
latest and indefinite patterns in the data. Therimftion
which is identified can be used by the healthcare
administrators to get better services. Heart dseas the
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most crucial reason for victims in the countrié® lindia,
United States. Data mining techniques like clustgri
Association Rule Mining, Classification algorithreach
as Decision Tree [2], C4.5 algorithm, Naive Bayésdre
used to explore the different kinds of heart - base
problems. These algorithms can be used to enhdmace t
data storage for practical and legal purposes.

Il. RELATED WORK
Numerous works in literature related to the diaiga$
Heart disease using data mining techniques have
motivated this work. A brief literature survey is
presented here.
A model Intelligent Heart Disease Prediction Systeuift
with the assistance of data mining techniques ngmel
Neural Network, Naive Bayes, and Decision Tree uRgs
show that each technique has its infrequent stheimgt
realizing the objectives of the defined mining goal
IHDPS can answer complex “what if" queries which
conventional decision support systems cannot be
proposed by Sellappan Palaniappan et al. [2].rékelts
illustrated the wuncouth strength of each of the
methodologies in comprehending the goal of theifipdc
mining objectives. IHDPS was capable of responding
queries that the traditional decision support systevere
not able to. It facilitated the installation ofucial
knowledge such as patterns, relationships amid cakdi
factors connected with heart disease. IHDPS resnain
well-being web-based, user-friendly, reliable, abd
and expandable.
The diagnosis of Heart Disease, Blood Pressure and
diabetes with the aid of neural networks was inicesdl
by Niti Guru et al. [7]. Experiments were carriegt on
a sampled data set of patient’s records. The Neura
Network is trained and tested with 13 input varatsuch
as Blood Pressure, Age, Angiography's reportthed
like. The supervised network has been advised for
diagnosis of heart diseases. Training was caoigadvith
the help of back propagation algorithm. Whenever
unfamiliar data was inserted by the doctte system
identified the unknown data from comparisorithw
the trained data and produced a catalog abable
diseases that the patient is vulnerable to.
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In 2014, M.A.Nishara BanuB.Gomathy Professor, diagnosis are extracted. The records were splialgqu
Department of Computer Science and Engineering has into two datasets: training dataset and testingsat

published a research paper “Disease Forecastingi8ys A total of 303 records with 76 medical attribute reve
Using Data Mining Methods“[8].In this article, tge- obtained. All attributes are numeric-valued. We are
processed data is clustered using clustering dtgosi as working on a reduced set of attributes, i.e. on§ 1
K-means to gather relevant data in a database. ivédxi attributes. The following table shows the list of
Frequent Item set Algorithm (MAFIA) is applied for attributes on which we are working.
mining maximal frequent model in heart diseaselzksa. Ia: Identification Number

The regular patterns can be classified into difiere Age Age in year

Sex: Sex (value 1: Male: value 0 :Female)

classes using the C4.5 algorithm as training allgori -
CP(Chest Pain): Value 1-Yes; Value 0:No

using the concept of mformauon entrgpy. The rtasull CPT{chest pain type): valie 1aypical type | anzne: vilie - ypisal
demonstrates that the designed prediction system is type angina; value 3: non-angina pain: value 4 - asvmptomatic

capable of predicting the heart attack successfully trestbps; resting blood pressure (in mm Hg on admission to the hospital)

In 2012, T.John Peter and K. Somasundaram Prafesso chol: serm cholesteral in mg/dl

Dept of CSE presented a paper, “An Empirical Stady fbs: (fating blogd sugat > 120w dl)

. . . . restecg: resting electrocardiographic results
Prediction of Heart Disease using classificaticatad — .
thalach: maximum heart rate achieved

mining technique”[5]. In this research papere thse of exang: exercise induced angina

pattern recognition and data mining techniquesused oldpeak: ST depression induced by exercise relative to rest

for prediction of risk in the medical domairf beart slope: the slope of the peak exercise ST segment
Value 1: upsloping; Value 2: flat; Value 3: downsloping

disease medicine is proposed here. Some of the 3 muber oo vessls (03) clored by Boudsy
limitations of the .traditional medical scpri@gtems thal 3= nomil: 6= xed et ] )
are that there is a presence of intrinsinedr Smeke: 1 believe thisis 1=Yes: 0=No (is or is not smoker).
combinations of variables in the input set ahence dm: Value 1: history of diabetes; Value (f - No such history of diabetes.
they are not skilled at modeling nonlinear ptew famhist: familv history of coronarv artery disease (1=ves; 0=No).
. . . . . . L num: diagnosis of hedrt disease
mteractlon_S in- medical domains. This |Im|talt!9IS Valve 0: No Risk-Vale 1-Low Rigk Valie ?Risk
handled in this research by use of clasdifioa Value 3:High Risk; Value 4 Higher Risk
models which can implicitly detect complexnfioear Fig 1: Selected Cleveland Heart Disease Data Set
relallt|0nsh|ps between |n.d.epende.nt gnd dgpendent Attributes
variables as well as the ability to identifiy possible
interactions between predictor variables. IV. PROPOSED SYSTEM
In 2013, Shamsher Bahadur Patel, Pramod Kumar Yadav
and Dr. D. P.Shukla presented a research papedjd®re = Aﬂ;fbute || Preprocessing|_| Classification
. . . . . atas i .
the Diagnosis of Heart Disease Patients Using Sefection ob dets Sachniqies
Classification Mining Techniques “[6].In this resela I
paper, the health care industry, the data miningamly @ il o i
utilized for the prediction of heart disease. Tlngeotive Dirls 1 | I |

| Disease Prediction

of our works to predict the diagnosis of heart dsgewith
a reduced number of attributes using Naive Bayes, I
DeCiSion Tree | Accuracy Measure |

Fig 2: Block diagram of proposed system.

Ill. DATA SOURCE
Clinical databases have collected a significant @amhof The working of this system is described in a stgtbp:
information about patients and their medical cdodi. 1. Dataset collection which contains patient details.
The term Heart disease encompasses the diverse 2. Attributes selection process selects the useful
conditions that affect the heart. Cardiovasculaedse is attributes for the prediction of heart disease.
the leading cause of casualties in the world. Térent 3. After identifying the available data resources,ythe
“cardiovascular disease” Comprises a broad range of are further selected, cleaned, made into the dksire
conditions that affect the heart and the blood e&id the form.
way in which blood is pumped and circulated throtiuh 4. Different classification techniques as stated Wl
bodly. applied on preprocessed data to predict the acgurac
Records set with medical attributes were obtaimeshf of heart disease.
the Cleveland Heart Disease database. With the dfelp 5. Accuracy measure compares the accuracy of
the dataset, the patterns significant to the hattetck different classifiers.
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V. RESEARCH METHODOLOGY
In this section, we are introducing methods forevn
proposed system.
5.1 Naive Bayesian Classifier
In data mining, naive Bayes classifiers are a faroil
simple probabilistic classifiers based on applyBayes'
theorem with strong independence assumptions batwee
the features. Naive Bayes classifiers are intensely
scalable, requiring some parameters linear in tiralber
of variables (features/predictors) in a learninglbem.

The Bayesian Classification depicts a supetvise
learning method as well as a statistical method for
classification. Assumes a fundamental probabilistoxiel
and it allows us to capture uncertainty about tloelehin
a principled way by determining probabilities ofeth
outcomes. It can solve diagnostic and predictive
problems.

5.1.1 Implementation of Bayesian Classification

The Naive Bayes Classifier technique is particylarl
suited when the amplitude of the inputs is highivda
Bayes model identifies the specialty of patienthwieart
disease. It shows the probability of each inputtatte for
the predictable state.

5.1.2. Bayes Rule

A conditional probability is the likelihood of some
conclusion, C, given some evidence/observation, E,
where a dependence relationship exists betweerd&an
This probability is denoted as P(C |E) where

P(E|C)P(C)

P(CIE) = G

5.1.3 Naive Bayesian Classification Algorithm

5.1.3 Naive Bayesian Classification Algorithm

The naive Bayesian classifier, or simple Bayesian
classifier, works as follows:

1. Let D be a training set of tuples and theimasged
class labels. As usual, each row is representednby-
dimensional attribute vector, X=(x1, x2,..., xn), dgjng

n measurements made on the tuple from n attributes,
respectively, Al, A2,.., An.

2. Suppose that there are m classes, C1, C2,..., Cm.

Given a tuple, X, the classifier will foreshow tht
belongs to the class having the highest posterior
probability, conditioned on X. That is; the naivay®Bsian
classifier predicts that tuple x belongs to thessl&i if
and only if;
P (CilX)>P (Cj|X)  for &<m, j#i
Thus, we maximize P(Ci|X). The class Ci for which
P(Ci|X) is maximized is called the maximum posterio
hypothesis. By Bayes’ theorem
_ P(X|C)P(CD)
P(CllX) = T
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3. As P(X) is constant for all classes, only P (X[ (Ci)
need be maximized. If the class prior probabilites not
known, then it is commonly assumed that the claases
equally likely, that is, P(C1)=P(C2) =...=P(Cm), and
would, therefore, maximize P(X|Ci). Otherwise, we
maximize P(X|Ci)P(Ci). Note that the class prior
probabilities may be estimated by P(Ci)=|Ci,D|/|{EHere
|Ci,D] is the number of training tuples of classrCD.

4. Given data sets with many attributes, it woule b
extremely computationally precious to compute P{(X|C
To decrease computation in evaluating P(X|Ci),rthive
assumption of class conditional independence isemad
This reckons that the values of the attributes are
conditionally independent of one another, given dlass
label of the tuple (i.e., that there are no depeode
relationships among the attributes). Thus;

P(XIC) = [ [Peekic
k=1

=P(x1|Ci)x P(x2|Ci)x... P(xm|Ci).

We can easily estimate the probabilities P(x1|Ci),
P(x2|Ci),..., P(xm|Ci) from the training tuples. Riktaat
here xk refers to the value of attribute Ak forleujs.

5. To predict the class label of X, P(X|Ci)P(C§ i
evaluated for each class Ci. The classifier predizt the
class label of tuple X is the class Ci if and aifily

P(X|Ci)P(C)>P(X|C))P(Cj) for &j <m, | #i

In other words, the predicted class label is tls<ICi for
which P(X|Ci)P(Ci) is the maximum.

5.2 Decision Tree

A decision tree is a decision support tool thasuséree-
like graph or model of decisions and their possible
outcomes, comprising chance event outcomes, resourc
costs, and utility. It is one way to display anaxlthm.
Decision trees are generally used in operationsares,
specifically in decision analysis, to help identify
strategy most likely to reach an objective, but aso a
popular tool for machine learning.

A decision tree is a flowchart-like structure inietheach
internal node depicts a "test” on an attribute hdaanch
represents the outcome of the test and each ledé no
accounts for a class label. The path from the todeaf
depicts classification rules.

The basic algorithm for decision tree inductioa igreedy
algorithm that builds decision trees in a top-down
recursive divide-and-conquer manner. The algorithm
starts with the entire set of rows in the Trainisgf,
selects the best attribute that yields maximumrimédion

for classification, and originates a test node fhis
attribute. Then, top-down induction of decisionese
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divides the current set of tuples according torthalues

of the current test attribute. Classifier generastops, if

all tuples in a subset pertain to the same clasH, ibis

not worth to proceed with an additional separaiitio
further subsets, i.e. if further attribute testedurce only
information for classification below a pre-spedifie
threshold. The decision tree algorithm commonlysuse
entropy-based measure known as “information gaina a
heuristic for selecting the attribute that will beglit the
training data into separate classes. The algorithm
computes the information gain of each attributed an
each round, the one with the highest informatioin gall

be chosen as the test attribute for the given fseaiming
data. A well-chosen split point should help in diwg the
data to the best possible limit. After all, a prigna
criterion in the greedy decision tree approachoiduild
shorter trees. The best split point can be quickly
evaluated by considering each unique value for that
feature in the given data as a possible split paimd
calculating the associated information gain.

5.2.1 Information Gain

The critical step in decision trees is the selectd the
best test attribute. The information gain measarasied

to select the test attribute at each node in #e tr

First, another related term called entropy needdé
introduced. In general, entropy is a measure ofptirity

in an arbitrary collection of examples. Let S beset
consisting of s data samples. Suppose the clasd lab
attribute has m distinct values defining m diffdren
categories, Ck. Let si be the number of sampleS af
class Ck. The expected information needed to ifjaas
given sample is provided by;

m
151,52 ,5m) = = ) pelogs i)
k=1

Where, R is the probability that an arbitrary sample
belongs to class,&nd is estimated by, §s. Let attribute
A havev distinct values, {al,a2,...,av}.Attribute A can be
used to partition S inte subsets, {S1,S2,...,Sv}, wherg S
contains those samples in S that have value aj bBAs;

be the number of samples of class Ck in a subséthg)
entropy, or expected information based on the tarthg
into subsets by A, is given by;

v
Sl' + -4+ 5
E(A) = Z%I(Slj, ...,Smj)
j=1

Spj++Smi
The term%

and is the number of samples in the subset divijethe
total number of samples in S. For a given subget S

acts as the weight of th® pubset
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m
I(S1]',Szj, 'Sm]) = —Z pk] logz (pk])
k=1

Wherepy; = si;/|s;| and is the probability that a sample
in § belongs to class «CThe entropy is zero when the
sample is pure, i.e. when all the examples in émpde S
belong to one class. Entropy has a maximum vafue o
when the sample is maximally impure, i.e. there ar
same proportions of positive and negative examiplése
sample S.

The encoding information would be gained by branghi
onAis;

Information Gain(A) = I(s4,S3, ..., Sm) — E(A)
The attribute with the highest information gainckeosen
as the test attribute for the current node. Sugircgeh
minimizes the expected number of tests neededtsity
an object and guarantees that a simple (but mapendte
simplest) tree is found.

VI. EXPERIMENTAL RESULTS AND
DISCUSSION

From these results it is concluded thatcalth most
researchers are using different classifier tegples such

as Neural network, SVM, KNN and binary discretiaa
with Gain Ratio Decision Tree in the diagsosf
heart disease, applying Naive Bayes and Decisam
with information gain calculations provides bettesults

in the diagnosis of heart disease and batiemracy as
compared to other classifiers . We surmise that the
improvement in accuracy arises from the increased
attributes. We have also observed that decisioe tre
outperforms over Naive Bayes. The decision tree
classifier has better accuracy as compared to N2dyes
classifier.

VIl.  CONCLUSION AND FUTURE SCOPE

In this paper, we introduce about the heart disease
prediction system with different classifier techuég for

the prediction of heart disease. The techniquedNaige
Bayes classifier and decision tree classifier; vaveh
analyzed that the decision tree has better accuaacy
compared to naive Bayes classifier. To increase the
performance of the classifier in future, we will be
working on Selective naive Bayes classifier; Ikiown

that Naive Bayesian classifier (NB) works very wef
some domains, and poorly on some. Our purpose is to
improve the performance of the Naive Bayesian iflass

by removing unnecessary and irrelevant attributesf

the dataset and only picking those that are most
informative for the classification task. To achigties, we
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