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Abstract— Discrimination is a crucial issue while
considering the legality and morality of data migin
People never like to be distinguished on basishefrt
caste, gender, nationality, etc. specifically whitaking
decisions with consideration of this attributeskeli
offering them a job, property, loan, and so for&kiso
when a data is released for analysis, there drances
that personal data may be misused for differensoaa.
Therefore, many companies and institutions arengnyo
bridge the gap between mining and sharing user data
that their services are improved and user privasy i
ensured. We are trying to adapt an approach whidh w
publish the discrimination free data such that gblity

of learning sensitive value of individual will beduced.
Concept of Slicing is used for preserving privasicing

is better approach of privacy publishing in comipan
with other approaches like generalization and
bucketization, as it preserves correlation between
attributes and it prevents attribute disclosure.eTihput
to the system is discriminated dataset and outpllithe
the sliced data that helps to preserve privacy.
Keywords— Discimination, discrimination discovery,
discrimination prevention, privacy, dicing

l. INTRODUCTION
Discrimination is a very sensitive issue in dataing.
Discrimination means to differentiate  between.
Discrimination leads to unbiased treatment of an
individual just because they belong to a certaiegary.
For example, one may be discriminated on basisefso
race, sexual category, nationality and so on (eddled as
discriminatory attributes) especially when making
decisions like offering them a job, house, insueanc
finance, and so on.
Discrimination is commonly classified into two type
direct or indirect. Rules or procedures that give
indication about deprived groups, based on
discriminatory items related to particular group known
as direct discriminatory rules. Rules that, do meintion
discriminatory items, but may generate discriminato
results are known as indirect discriminatory rules.
Classification rules [7] in data mining uses higtal data
for producing auto decisions, like approval/rejeatiof
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loan, personal selection etc. But if the historidata is
prejudiced towards a particular community then the
output will be showing discriminatory behaviour.
Discovery and elimination of such possible biasem
training data is very much required. Discrimination
prevention techniques are used to prevent such d¢fpe
discrimination. To avoid such discrimination,
discrimination techniques such as discrimination
discovery of discrimination and prevention of
discrimination have been introduced in data mining.

Also when a data is released for analysis, privacy
preservation techniques are very much essentiahes
reduce the chances of identifying sensitive infdioma
about individuals, which they do not want to disgoFor
example, in medical data, sensitive information barthe
disease of a particular patient he/she suffens.fidow
users are becoming more and more concerned abmut th
privacy; the way their personal data is used arttinge
shared. So sharing personal data ensuring usevacgr
and preventing discrimination is very much impottan
today.

Il. LITERATURE SURVEY
In this section, we mention the earlier literatthat uses
the various discrimination prevention and privacy
preserving data publishing techniques. For discration
prevention, most of the researchers transformed
discriminatory data in such a way that discrimioativas
avoided. Also there are many privacy preservingadat
publishing techniques like generalization, buckadton
although slicing is more powerful than those.
Authors [1] addressed the problem of discriminatio
data mining. They gave idea about how discrimimatio
can be discovered by measuring the discriminat®ingu
a measure known as generalization of lift. Theyehav
introduced concept af-protection which is nothing but a
threshold used to make decision about whether the
classification rules containing one or more disdmatory
items is discriminatory or non-discriminatory. Tiresults
were tested on German credit data set. They have
identified a-discriminatory rules which satisfy minimum
support of 1%, 0.5% and 0.3% andalues altering from
1.4t02.0.
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Authors [2] presents an approach consisting of aging
the data so that discrimination is removed withimim
possible changes. The class labels of the mosiapte
victims (discriminated ones) and profiteers (faxbomes)
was changed by them. Naive Bayesian classifieraaizk
used to determine the victims and profiteers. Taiker
ranks the data objects in accordance with theibgodity

of being in the target class. The training daten@lified
until the data becomes discrimination free. It has
disadvantages like it works only for direct disdriation
and applicable to only one discriminatory attribute

The paper [3] proposed a method for indirect
discrimination prevention which considers several
discriminatory attributes. They first discovered eilter
there exists indirect discrimination. In the eveftany
indirect discrimination, the modification of datasis
done until discrimination is decreased to a derta
threshold or is totally eliminated. The method dstssof
transforming the original data in such that eaahimeng
rule gets converted to non-redlining rule with mnim
loss of information. The transformed dataset idwatad
with measures like Discrimination Prevention Degree
Discrimination Protection Preservation. It has tsrlike,

it works for only indirect discrimination and theielittle
information loss.

S. Hajian and J. Domingo-Ferrer [4] overcome thevab
limitations by proposing new techniques that are
applicable for preventing direct and indirect

discrimination separately or both at the same time.

Dataset is transformed so that direct and/or ietlire
discriminatory decision rules gets converted to -non
discriminatory classification rules. Success of the
techniques in removal of direct and/or indirect
discrimination from the original data set, and tmpact

of the procedure in terms of loss of informationswa
measured , which shows that the techniques arenipt
effective but also preserves data quality.

Alphonsa Vedangi and V. Anandam [5] have preseated
new technique called slicing for privacy-preserving
publishing. Slicing approach consist of partitiaithe
data horizontally and vertically by preserving etation
between attributes. Slicing has many other featlikest

is applicable to high dimensional data, preventsbate
disclosure. The experiment was done on medical data

M. PROBLEM STATEMENT

The idea is to create a discrimination free datagel to
publish data in such a way that individual’'s pdy is
conserved. It starts with discovering the discriation in
dataset, removing it using discrimination prevemtio
technique and then applying slicing technique for
publishing data so that privacy is preserved. Tipat to
the system is discriminated dataset and output baéll
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sliced data that helps to preserve privacy.

V. METHODOLOGY

The idea is to create a discrimination free dataset to
publish data in such a way that probability oferitifying
individuals sensitive value gets reduced i.e prgvaé
individual is preserved. It starts with discoveritige
discrimination in dataset, removing it using
discrimination prevention technique and then apyuyi
slicing technique for publishing data so that privas
preserved. The input to the system is discriminated
dataset and output will be sliced data that helps t
preserve privacy. Existing method discovers the
discrimination and remove discrimination by data
transformation method.
In the proposed approach as shown in Figure 1 vile wi
publish discrimination free data in such a way that
individual's privacy is conserved. So a techniqiaded
slicing is used for privacy preservation.
The approach consists of three phases:

1. Discrimination discovery

2. Discrimination Prevention

3. Privacy preservation using slicing

Discnmmation e
> Discrimination
Discovery prevention
. "
Slicing Discrimination
free Dataset

Fig.1: Proposed Approach

As shown in figure 1, first step is to discover the
discriminatory situation in the dataset. In caseaiify
discrimination is found, then it is removed usingta
transformation methods. Finally slicing technique i
applied, which partitions the dataset horizontadigd
vertically by preserving correlation between atités.
This technique publishes data in such a way that
probability of identifying individuals sensitive ke gets
reduce.

4.1. Discrimination Discovery

Let DI be the discriminatory itemset we have sedciA
classification rule X>C is called potentially
discriminatory  (PD) when X is consisting of
discriminatory item set.

A classification rule X>C is called non discriminatory
when X does not contain discriminatory item set.ebi
discrimination is measured using direct discrimomat
measure (elift) and discriminatory threshotd. (Indirect
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discrimination is measured using indirect discriation
measure (elb) and discriminatory threshaig (
The Steps in discrimination discovery are giverobel

1. This phase accepts discriminatory dataset as input.
Discriminatory items are used to generate frequent
classification rules.

2. These frequent classification rules are categorized
into PD (potentially discriminated) and PND
(potentially non-discriminated ) rules.

3. ldentification of Direct discrimination is done by
determininga -discriminatory rules among the PD
rules. Thesea -discriminatory rules are determined
with the help of a direct discrimination measure
and a discriminatory threshold)(

4. Identification of indirect discrimination is dong/ b
recognizing redlining rules among the PND rules.
These rules are determined with the help of an
indirect  discriminatory measure and a
discriminatory thresholdo(.

4.2.Discrimination Prevention

Ones discrimination is identified, it is removedings
discrimination prevention technique. The originatabet

is transformed so that direct and indirect discnamory
biases are removed with least effect on the dadaca
permissible decision rules. It converts each
a -discriminatory rule into aa -protective rule and each
redlining rule into non-redlining rule, based o tirect
discriminatory measure and indirect discriminatory
measure respectively.

4.3. Privacy Preservation using slicing

Slicing segments the dataset both vertically and
horizontally. It consists of three phases: tupldifianing,
attribute partitioning and column generalization.

1. In tuple partitioning, tuples are group into
buckets.

2. After tuple partitioning, the correlations between
pairs of attributes is computed and then attributes
are clustered based on their correlations so that
correlations among attributes is preserved.

3. Finally column generalization is applied.
Columns in each bucket are generalized into less
specific but logically consistent values.

V. EXPERIMENTS
5.1.DATA SETS
Adult data set [8]: This data set consists of 48,842
records, train dataset is of 5000 records. The skttdas
14 attributes (without class attribute). The pcédn task
associated with the Adult data set is to determihether
a person makes more than 50K$ a year based onscensu
and demographic information about people. The data
contains both categorical and numerical attribueg is
the discriminatory attribute in the dataset which i
WWwWw.ijaems.com

numerical, we converted it to categorical by pnting

its domain into two fixed intervals: Age <= 30 is

considered as Young and Age > 30 is renamed as Old.

German credit data set [9]: This data set consists of

1,000 records and 20 attributes (without clasbatie) of

bank account holders. This is a very well-knowrl-fiéa

data set, comprising of both numerical and categori

attributes. The class attribute in the German Credia

set takes values representing good or bad clastsific of

the bank account holders.

5.2.UTILITY MEASURES

We have evaluated discrimination prevention onbthse

of following metrics:

» Direct discrimination prevention degree (DDPD).

This measure calculates the percentage of

discriminatory rules that are no longediscriminatory in

the transformed data set.

» Direct discrimination
(DDPP).

This measure measures the percentage ai-firetective

rules in the original data set and transformed dat

e Indirect discrimination prevention degree (IDPD).

This measure measures the percentage of redlioleg r

that are no longer redlining in the transformedhdst.

e Indirect discrimination protection preservation
(IDPP).

This measure measures the percentage of nonreglinin

rules in the original data set and transformed data

5.3 RESULTS

Our main focus is to eliminate both direct and iadi

discrimination simultaneously, so we have impleradnt

the algorithm, and we have evaluated it in termstihty

measures with respect to differenfthreshold) values.

] - 0o X

protection  preservation

UTILITY MEASURES

DATASET DISCRIMINATORY RULES DDPD

IDPD [ e

8

Fig.2: Result of Adult Dataset
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Fig.3: Graph Representing Result of Adult Dataset

In Adult dataset , by considering discriminatoriribtites

as Age, Race, Sex, we get result as shown in Fyared
Figure 3 fora varying from 1.0 to 1.4. We can see that
number of discriminatory rules decreases as thiégnd
value increases. Also percentage of utility measure
increases as threshold) {ralue increases.
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Fig.4: Graph Representing Result of German Credit
Dataset

In German Credit dataset , by considering discratary
attributes as Foreign_worker, Marital_sex, Statues,get
result as shown in Figure 4 farvarying from 1.0 to 1.4.
We can see that number of discriminatory rules eksas
as thresholdo) value increases. Also percentage of utility
measures increases as thresha)dsélue increases.
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SUPPRESSION SLICING
Age Workclass | Fniwgt Education | Education_num,...|Occupation,Relati. Race Sex Capital_gain,Cap..|Hours_per_week..
0ld,State-gov  |77516,Bachel..|13* i - . - =
0ld,Self-emp-.. 83311,Bachel..|13,* 3 ** ) ** M
Old Private  *%* ¢ *," i “ ¥
Old Private  *%* ¢ *," i “ ¥
Old,Private  [** ¥ ¥ i *r i
Old,Private  [** ¥ ¥ i *r i
Old,Private 1601879th  |5,Never-marr... Exec-manage.. White Female (0,0 **
YoungSelf-e.. 209642 HS-gr...9Married-civ-..|Adm-clerical,.. WhiteMale 0,0 **
Young Private ** ** 3 ** ) **
Young Private ** ** 3 ** * *x*
YoungPrivate 280464 Some..|10,Married-ci.. Adm-clerical* [** * *x*
Young State-g.. 141297 Bach... (13 Married-ci.. Adm-clerical* [** * *x*
Old,Private  [** i ¥ i *x i
Old,Private  [** i ¥ i *x i
Old,Private 245487,7th-8.. |4 Never-marr... Exec-manage... [** * *x* |

Fig.5: Slicing of discrimination free adult dataset

[£] Resutt2 - X
SUPPRESSION SLICING

Status Dura..| Cr_history,... Cr_amount,..| Present_E...|Marital_Sex,..|Residence,..| Age,Install...|Housing,Ex..| Job,Pecple_..| Telephon..
A146  |A34,A40 |1169,A65 A754  |A92,A101 [%* o * o o =
|A12,48 |A32,A43 [5951,A61 |A73,2 |A92,A101 [** * " * ¢ ¢ B
A14,12  |A34,A40 (2096461 |A74* i I I . o o

Al442  |A32,A40 |7882A61 A74* i i i i i i

A11,24 |A33,A40 |4870,A61 A733  |A93A101 4* i i " "

A1436 |A32,A40 (9055465 [A732  |A92A101 4} r < - -

A1424 |A32,A40 |** ¢ i * i . o o

A1436  |A32A40 |5 o *r . * < H o

A1412  |A32A40 |3059,A64 A742  |A92,A101 [4A122 |0ldA143 |A152% |** "

A1230 |A34,A40 |5234.A61 A714  |A94A101 24123 |VoungA. |A152* [** o

A1212 |A32,A40 (1295461 |A72}* i ¥ ¥ ¥ . .

A1148 |A32A49 |4308A61 A72%  F . < o o "

A1412 |A32A40 |1567,A61 A731  |A92,A101 [LA122  |YoungA.. [A152* |*}* i

A1124 |A34,A40 |1199,A61 A754  |A93A101 [4A123 |0ldA143 |a152* |** b

A1415 |A32A40 |1403,A61 [A732  |A92,A101 [4* s * . . L

Fig.6: Slicing of discrimination free german credit
dataset

Discrimination free dataset is sliced as shownigufe 5
and Figure 6 so that privacy of the data is presgbrv

VI
The proposed system focused to avoid two negative

CONCLUSION

issues relates to data mining that is Discrimimatiod
Privacy invasion. The purpose of the paper is taenthe
dataset free of discrimination as well as to pnesdhe
privacy of data. To achieve this first discrimimatiis
identified and then data is transformed so thattlzd
biases the dataset are removed. Finally, discritioima
free dataset is generated. Also privacy of the s#dtés

preserved by representing data so that chances of

identifying individuals data gets reduced. The eipent
results show that we are achieving the goal of réngp
discrimination and privacy preservation.
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