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Abstract— Training a Convolutional Neural Network
(CNN) based classifier is dependent on a large number of
factors. These factors involve tasks such as aggregation
of apt dataset, arriving at a suitable CNN network,
processing of the dataset, and selecting the training
parameters to arrive at the desired classification results.
This review includes pre-processing techniques and
dataset augmentation techniques used in various CNN
based classification researches. In many classification
problems, it is usually observed that the quality of dataset
is responsible for proper training of CNN network, and
this quality is judged on the basis of variations in data for
every class. It is not usual to find such a pre-made dataset
due to many natural concerns. Also it is recommended to
have a large dataset, which is again not usually made
available directly as a dataset. In some cases, the noise
present in the dataset may not prove useful for training,
while in others, researchers prefer to add noise to certain
images to make the network less vulnerable to unwanted
variations. Hence, researchers use artificial digital
imaging techniques to derive variations in the dataset and
clear or add noise. Thus, the presented paper
accumulates state-of-the-art works that used the pre-
processing and artificial augmentation of dataset before
training. The next part to data augmentation is training,
which includes proper selection of several parameters
and a suitable CNN architecture. This paper also
includes such network characteristics, dataset
characteristics and training methodologies used in
biomedical imaging, vision modules of autonomous
driverless cars, and a few general vison based
applications.

Keywords— artificial dataset augmentation,
autonomous vehicle navigation, biomedical image
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. INTRODUCTION
Convolutional Neural Networks are being extensively
used in computer vision applications such as pgdast
detection, face recognition, biometric applications
biomedical imaging, etc. Training a classifier lthsm
CNN for object detection and localization is a cdéewp
process. Proper understanding with regards to tifyess
like selection of dataset, pre-processing of datasel
artificial augmentations to the dataset is extrgmel
important. When creating the network, the network
structure, layer alignment in the network, and bhemg
of layers in the network is important too. Once the
network structure is decided, the parameters imitrg
such as learning rate, momentum value, weight
initializers, weight decay rate, number of iteratp
dynamic alterations to learning rate, etc., playweay
crucial role in proper training of the classifiéithout
prerequisite knowledge over these factors, thenedhi
network may succumb to overfitting, over-false tiues
generation in classifications etc.
To give a keen understanding as to how researckést
these factors, a large set of prominent researichéfss
field were studied and a detail review is presentdte
following paper includes different pre-processing
techniques used to remove noise and add variattiotie
dataset, in section 2. The next section, sectiqgrésents
algorithms used to artificially augment the data3dtis
augmentation is specifically done to avoid the probof
overfitting. Section 4, describes the network aediure
and the training parameters used with respect to
researches in biomedical imaging applications ivingj
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CNNs. Similarly, Section 5 and Section 6 descritesé
factors when the applications are related to autans
vehicle navigations and other vision based apjdinatin
general, respectively. Section 7 concludes themape

Il. PRE-PROCESSING
Image pre-processing [1] is a very important pdit o
computer vision applications. It is required beforage-
processing techniques are applied over the images f
analysis. It involves geometry based correctiorniss |
resizing, cropping, resampling [2], correcting gednc-
distortions [3], etc. On the other hand it alsolides
techniques like image enhancements, contrast and
brightness manipulation and kernel based filteriety,
The authors in [4] applied a contrast-extractingeta5]
that resulted in increase in the recognition ratecal
Contrast Normalization was used in [6] and [7] Ibefo
feeding the images into the network. Another
normalization technique mentioned in [7] was ZCA
whitening [8], it is an algorithm which makes local
patches to have zero-covariance. The effect of ZCA
whitening was completely discussed in [9] as this-p
processing step is highly accoladed for removing
redundancies in training images. In [10], the injphge
was normalized using local divisive normalizatidri].
Authors in [12] subtracted a constant value, 128mf
image pixels and then used the absolute valuehef t
result. In [13][14][15][16][17][18][19], the inputraining
images were normalized to have zero mean and unit
variance.
The authors in [20][21] experimented using Contrast
Limited Adaptive Histogram Equalization (CLAHE) [R2
low-pass filtering(LPF) and high-pass filtering(HPdnd
concluded that contrast equalization and noise vaimo
using LPF resulted in increase in classificationuaacy.
Authors in [23] made use of the color representetio
instead of the usual Red, Green and Blue Chantiredly,
incorporated L from LAB color space, L and U from
LUV color space and blue ratio. Blue ratio as ekl in
[23] is ratio of blue value to the sum of green aed
values for every pixel. In one of their other ammioes
they went with image contrast enhancement [24]aln
similar way, authors in [25] converted image orain in
RGB color space to HSV space. In [26] image
enhancement filters were applied to the lesionghm
image to get improved sensitivity and specificity the
pixel based segmentation applications mentionethén
paper.
Authors in [27] used color enhancement and hybrid
patching to denoise the underwater images beind. use
hybrid patching, same patch was cropped from three
different scales of the image, rescaled the patthdbe
biggest one to ensure randomization and blurrirfigces
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in training patches. In [28], the normalization w@mne
with mean set as the average pixel value of thegé@and
image norm as 100. Authors in [21], experimented on
three kinds of normalization, normalizing the three
channels to mean around average pixel intensity and
standard deviation of |1], second, normalizing ttiree
channels to mean around average pixel intensity and
standard deviation of |2| and final, CLAHE. In [29]
images were pre-processed using lightning cornectitd
histogram equalization. One the most common methods
of pre-processing used was subtracting the meagerof

the training set from the dataset [30]. Authors[3i]
classified pre-processing into two parts, pixeleleand
feature level. In pixel level they applied imagdidering,
edge detection and image enhancement whereastimgea
level it was image restoration. The paper mainfgeted

the influence of pre-processing techniques in CNNs.
Three different pre-processing techniques wereieghih
[32], first, histogram equalization, second, saalin
intensities between 0 and 1, and third, normalizing
data to zero mean and unit standard deviation efwve

the correlations between raw pixels, authors ir] [83t
converted the image RGB space to YUV space and
applied zero mean and unit invariance normalization
Authors in [34] claimed to arrive at their best uks
when normalization was done by rescaling the image
between 0 and 1 and converting the RGB space tp gra
color space. Authors in [35] used eight pre-proogss
algorithms, and fed an eight channel pre-procesgauat

to the network. The first three maps were ZCA wingizh
color channels, and the next five were HOG180 [35]
features. In [36] normalization was applied in gense
that the pixels are scaled between 0 and 1 withegso

the minimum and maximum pixel values. In [37], the
only pre-processing done was to convert RGB image t
grayscale color space. Authors in [38] converted th
images from RGB color space to YUV space in order t
ensure that the brightness and color properties are
separated. Herein, Normalization in the Y channabw
local and over the other two channels it was imgleted
globally. The normalization criteria were zero meard
unit variance. A three step patch pre-processing wa
applied in [39], which included histogram equaliaat
linear lighting removal [40] and intensity normaion to

unit variance.

Il ARTIFICIAL DATASET AUGMENTATION
The size and quality of image training dataset inasy
constrained restrictions like, lack of proper rases to
capture data, very specific data available onlioe,
limited time constraints in obtaining the data. SThiakes
the data very inclined towards limited variations
available. For a classifier to generalize effedtivé must

Page | 1507



International Journal of Advanced Engineering, Management and Science (IJAEMS)

Infogain Publication (Infogainpublication.com)

[Vol-2, Issue-9, Sept- 2016]
ISSN : 2454-1311

be provided with different variants of possible
scenarios/data it is expected to learn. To complly this
issue, the training datasets are usually augmented
artificially using geometric, affine, and perspeeti
transformations, aided with filtering, blurring, sothing,
and color-space conversion type algorithms. Authors
[41][42][23][43][44][45][18] augmented the datasby
mirroring and randomly cropping patches from the
training dataset after applying different amounts o
padding. Authors in [46] used affine and geometric
transformations to augment the dataset with moeg@ns.

In [14] instead of cropping, flipping was used with
mirroring.

In [4] it was said that the error rates decreasédny
translation, rotation, shearing, scaling and eatasti
distortions were used for the 2D training images.
However it was also mentioned that the augmentdtazh
less effect when the training set consisted of 3iadA
random translation of about 50 pixels in either rxyo
direction accompanied with random degree of pasitiv
and negative rotation was applied to the datas¢#7h
and the augmented data was resized to a size agieop
for the network. The error rate decreased by almés
when the training set was augmented in [7] withdan
translations and applying horizontal reflection
transformations. Translation and rotation were also
applied by authors in [48] to increase the variaots
images in the training dataset. Authors in [49]raagted
the data by adding two datasets, the original h@a@01
classes and they added another dataset with 5%2esla
resembling the ones in the original set and the
performance of the classifier was improved. Authiors
[20] focused on the importance of training data
augmentation, as in their approach, it resultecower
50% decrement in error rate. They have used random
cropping with five translations over the croppedcpas,
followed by mirroring of the translated data. Ramdo
gaussian noise was added to images and PCA
transformation was applied to the training dataset

[50], before giving it to the network. In [51], trslations

by +-10 pixels in both X, y directions, rotation kyl0
degrees and scaling (to 1.4x zoom in 8 steps) were
applied to increase the dataset for better gemetan
which improved the quality of the classifiers.

For the 3D convolution neural network [52], rotatiovas
applied to the 3D dataset by a full 360 degreaiarivals

of 30 degrees, resulting in 12 images. In [53]hartd
through experimentation  showed  that  using
augmentations caused the test error rate to doop 24%

to 20%. Similarly by adding random translations legzp

to training images in [54], the error rate dropped®0%
from 28% and by adding rotations it further deceght
17%. Authors in [55], with the translations andibontal
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flipping, the RGB channels values were manipulated
get different contrast and brightness variantshef same
image. Three approaches were adopted in [32] for
augmenting the training dataset, first by artifigia
applying affine and geometric transformations oe th
image, then by adding more images from other detase
with similar type and finally by adding contrastskd
distortions and intensity based variations on thgimal
data and this reduced the testing error by almést 5
Horizontal flips, rotations, scaling, brightness dan
contrast modifications were applied on the imagel$6]

to increase the dataset.

In [57], the image dataset was increased 8 times th
original set, by using random translations, affine
transformations, rotations in both clockwise andrder
clockwise. A training dataset of around 100000 iesam
[39] was increased upto 2M using flipping, trarisias,
rotations, scaling aided with zooming. Similarljgtset
containing 30k negative images was rolled upto illidi
images. Augmentations were applied to the datased u
in [58] with intensity variations by multiplying ¢hset
with a constant values 0.8, 0.9, 1.1, 1.2. Traiwslatwere
also applied in both x and y directions by shiftitige
image with -2, -1, 1, 2 pixel strides. The imagesrev
scaled by values 0.93 and 1.05 and cropping wakedpp
for the upscaled ones.

V. CNNsIN BIOMDEICAL IMAGE
PROCESSING

Authors in [32] used CNN for classification of Huma
Epithelial Type 2 Cells. The dataset used was |QIFPIR
[59]. This dataset contained images of 1455 cells
subjected to 9 classes. The architecture useddrthrae
convolution layers, each followed by a pooling layé
stride and size 2. The first pooling layer was pdalising
maximum value from the window of fixed size, wherea
the others took the average. The first two convmiut
layers had 5x5 sized 32 kernels and the third @te64
filters. The final pooling layer was connected tdéally
Connected (FC) output layer with 8 neurons and a
dropout layer in between the output and last pgolin
layer. The accuracy achieved was about 80.25%. The
architecture was pre-trained on a large image datasd
then was used to train the ICIP2014 dataset. Afset
721 images were artificially augmented and usedtier
training. To avoid overfitting a weight decay 00004
was applied in the training. The pre-training wase&l on
a dataset with 120000 iterations and the network wa
learnt on the dataset for 12000 iterations withixead
learning rate of 0.001. A 64x64 sized image waggito
the architecture. The larger source dataset had80r2
training images obtained after augmentations. la th
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confusion matrix, a larger set of fine speckledsslavas
classified as homogeneous class cells.

Diagnosis of multiple Sclerosis [60] based on MBrss
was addressed by authors in [61] using CNN. Thasat
used had data from 150 patients and they were
characterized into two classes, having the diseas®
normal conditioned. The deep architecture used hade

a set of four convolution layers each followed by a
pooling layer with stride 2 and kernel size 2x2 and
hyperbolic tangent activation layer. An input of02480
sized image was given to the network. The first
convolution layer had 6 7x7 sized filters, the nexé had
16 8x8 sized filters. The third layer had 30 8xZedi
filters and the final one had 50 filters of size87xX he
fourth pooling layer was connected to a hidden &g
with 120 neurons and it being finally connectedato
output layer with 2 neurons. The images were resioe
256x256 before giving it to the training. The ldagrate
was fixed to a value of 0.005 for the entire 100dys of
the training. Herein, the batch size used was 2€hpa.
Authors in [62] used CNN for clustering biomedical
images. They used architecture with two convolution
layers each followed by a 2x2 sized pooling layeach
kernel, in both the convolution layers, was sizéx1b,
with 20 filters in the first layer and 50 in thecead. The
output of the second pooling layer was connectesl F&
layer with 500 neurons and this in turn was coretttd a
logistic regression classifier. A set of 128x12&esli
patches were extracted from original image of nesmh
2492x1984.The batch size used in training is 128, &
total of 212 batches were used. Every pixel waiyasd

a label based on the surrounding pixels in thathpathe
authors gave segmented ground truths for the trgiand
tested four different configurations of CNNs antested
the best one out of them. A CNN based methodoloay w
used in [16] for predicting semantic descriptorenir
biomedical images. The dataset compiled had 157 SD-
OCT [63] volumes of the retina. These had size of
512x128x1024. A two-branched network was used for
extracting out semantic details. The first branclokt
35x35 sized patches from the input voxel while the
second used 71x71 sized patches. The first braach h
three convolution layers with 2x2 pooling layerbeTirst
convolution layer here had 32 filters of size 6t& next
one had 64 filters with size 4x4 and the final 8@
sized 128 channels. In the second branch there tugre
convolution layers with 2x2 sized pooling layersheT
first convolution layer had 8x8 sized 32 filtersdathe
second one had 64 with 5x5 size. The output ofethes
branches was stacked into a FC layer with 2048ameur
This was then connected to another hidden FC laitér

64 neurons which in turn was followed by the output
layer. For segmenting out the required regions haf t
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image slides, non-overlapping image patches of size
81x81 were taken out for training and testing. gheund
truth patches were manually annotated. The number o
patches for training was 82883 and for validatite t
number was 31352.

Authors in [64] used CNN for retina vessel
segmentations. The training and testing dataset was
chosen from the DRIVE dataset [65]. The architextur
had four convolution layers, each followed by a max
pooling layer of kernel size 2x2 and a stride @2 Each
convolution layer had 48 kernels. The kernel sizethe
convolution layers were 6x6, 5x5, 4x4, and 2x2,
respectively. The final pooling layer was connecdiedc
hidden FC layer with 100 neurons, followed by atpat

FC layer consisting of 2 neurons. An applicatiom fo
segmentation of bone structures from X-ray imagesew
presented in [66] which used CNN for pixel based
classification. The solution to automatic detectioh
invasive ductal carcinoma was discussed by theoasiih
[35]. The solution obtained was based on CNNs. The
training dataset consisted of data from around 162
patients. Two convolution layers were included fie t
architecture presented in [35], the first havingfilt@rs

and the second having 32 filters with each havitigrf
kernel size of 8x8 window. An average pooling layers
used after every convolution layer, each havingidesof

2px and kernel size of 2x2. The final pooling layeas
connected to a FC layer with 128 neurons and im tas
linked to the output layer with 2 neurons. The sifiesr
used is log-softmax [67].

Computational mammography was addressed by the
authors in [58] using CNNs. A CNN was used to dfgss
regions into semantically coherent tissues. Hemithors
used three convolution layers, each accompaniea by
max pooling layer of kernel 3x3 and stride 2, amd a
rectified linear unit (ReLU) activation layer. Each
convolution layer had 16 filters of sizes 7x7, 585
respectively. The final pooling layer was connedteéC
layer having 128 neurons with a bridge of the drdpo
layer with probability parameter 0.5. This FC layeas
connected to another hidden layer with 16 neurows a
finally to an output FC layer with 4 neurons.
Approximately 8000000 patches were extracted out to
train the classifier to predict one of the four ithemed
classes. Stochastic gradient descent [68] algoritas
used to train the classifier with a batch size B8 pixels
and initial learning rate of 0.001. At 30000 and)60
iterations the learning rate was dropped by a faatd 0.
The momentum parameter was set to 0.9 and weight
decay was assigned with a value of 0.0005. The m®ig
of the filters were initialized using a normal distition,
having a mean 0 and 0.01 as the variance for the
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convolution layers and mean 0 and 0.1 as the vaifor

the FC layers.

Authors in [69] used CNN for counting bacterial @y
present on the microbiological cultural plates. dtabet
was compiled with around 17000 RGB color-space
images. These images were to be classified into 7
colonies depending upon the number and type ohiedo

in the image. The architecture took an input imafsize
128x128 and each of the three color channels. The
network had 4 convolution layers with first two hay
filters of size 5x5 and the last two having filtefr size
4x4. The numbers of filters in these layers were 50
100, and 200 respectively. These layers were
accompanied with 2x2 kernel sized pooling layerghwi
stride of 2 px and a RelLU activation layer. Therfou
pooling layer was followed by a hidden FC layeras00
neurons and then accompanied an output FC layér it
neurons. Before both the FC layers a dropout layees
introduced. The network weights were initializedngsa
Xavier distribution. Herein, stochastic gradientscknt
optimization solver was used on a batch size of o
weight decay parameter was set to 0.0005 and the
momentum parameter to 0.9. Initial learning rates wat

as 0.01 and was decreased by 0.01% of the current
learning rate after every iteration. A total of 500
iterations took around 3 hours on an Nvidia Titan

Black GPU. The task of cell counting in microscopic
images was addressed by the authors in [70] ushiy.C
Authors presented a very unique network to segroaht
the cells from the image. Two different networksreve
presented in the paper. In the first network, three
convolution layers, one FC layer and three decartiai
layers were involved. The activation function useith

the layers is the rectified linear units functiomhe
convolution layers were followed by max pooling day

of kernel size 2x2 and stride 2. The deconvolutayers

had parameters in such way that the outermost layer
resembled the first convolution layer and so one Th
convolution layers had 32, 64 and 128 fillters exgively
with filter sizes as 3x3 for each of them. The seto
network had four convolution layers, one Fc layed a
one deconvolution layer. The deconvolution layems i
both the networks were preceded by an upsampliey.la
The convolution layers had 32, 64, 128, 256 filteith

the first three having kernel size of 3x3 and tn@lfone
having 5x5 sized filter kernels. The FC layer hdsb 2
neurons and the deconvolution layer parameters were
same as that of the fourth convolution layer. Ththars
found that the first network produced better restiian

the second. A set of 500 patches overlapping of siz
100x100 were extracted out from a 500x500 image Th
learning rate was initialized at 0.01 and was redugy a
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factor of 10 every 5 epochs, with weight decay peatr
as 0.0005 and momentum as 0.9.

V. CNNs IN AUTONOMOUS VEHICLE
NAVIGATION MODULES

In [38], the background data was also incorporatéal a
set of classes to label the scenes with the objdtts
datasets used were Stanford Background [71] and the
SIFT flow [72]. The former had 9 scene classes edng
over 715 images of size 320x240. The later, had, 33
object classes in 288 images of size 256x256. They
created a small architecture, trained it weakly &émeh
added it parallely to a bigger architecture. Thalten net
had three convolution layers, each, except the dast
followed by a TanH type activation function layerdaa
2x2 pooling layer with stride as 2. The convolutlayers
had a size of 7x7 with 16,9 and 64 filters respetyi
The final convolution layer was connected to a Bgef
with 9 neurons. The bigger net was not trained rseply
as the weak one. The bigger net's first two layeas
similar properties except the second convolutigredait
had 55 filters. The output of the second layer frooth
the networks was concatenated to get a 64 chadngélle
features. This was passed through a final conwniuti
layer and was converted to a FC layer with 9 nesiron
This weak classifier was trained with all the cesand
this classifier is then incorporated into a bigger
architecture. The weak classifier was trained d$jpadly
to differentiate the context-scene labels and
augmented net is for both the scene as well ashfexts.
Of all the images from the Stanford Background skettaa
total of 40 M patches were extracted each of stel8,
while from the object database (SIFT FLOW) a tatal
140 M patches were extracted.
A weakly supervised object segmentation method was
introduced in [56] using CNNs. The CNN was applied
over two classes of objects, namely dog and ca) fthe
ImageNet [73] dataset, and the third class being th
background. The network had three convolution Isyer
followed by two FC layers. Each convolution layer,
except the third one, was followed by a poolingelagf
size 4x4 and stride of 4 px and the activation fiomc
used is hyperbolic tangent. The hidden FC layer 32
neurons and the final layer had 2. The first coutioh
layer had 40 kernels of size 8x, the second one8tad
filters of size 3x3 and the final one 160 filtefssize 5x5.
The second architecture presented in the papesitraldr
architecture with slight changes in the kernel sind the
number of kernels in the convolution layers whibleyt
used on Pascal VOC 2012 dataset [74]. From eacfema
9 patches of size 100x100 are extracted out. Ttraazd
patches are then normalized to fit the range [}1They
used the softmax classifier to arrive at the pixased

the
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inference, and then club the super pixels in post
processing.

In [75], a convolution network was presented for
classification of objects and scenes separately.sEene
classification, Places dataset [76] was used; dt 2&M
images of 205 different classes of scenes. A vegpd
architecture was presented with five convolutioyela.
The first two convolution layers were followed byozal
contrast normalization layer and a pooling layethwi
stride 2 and kernel size of 2x2. The first conviolutiayer
had 96 filters and kernel size of 7x7, and the sdamne
had 256 filters with kernel size of 5x5. The nelxtee
convolution layers had 3x3 sized kernels and 5X8eks.
The fifth convolution layer was connected to a Bger
with 4096 neurons and this was in turn connected to
another hidden FC layer with 2048 neurons. Eachdrid
layer was followed by a dropout layer with probdpil
0.5. This final layer was connected to the outpyer. A
pre-training methodology was used for recognizing
objects and scenes. The CNN for object was traoved
the ImageNet dataset, and for the scene clasgificat
was trained on Places Dataset. A batch size ofrB&6es
was used for training and the momentum value watse
0.9. A layer specific learning rate scheme was e,
the learning rate of the hidden layers was setet® 91
times of the output layer. Initial learning rate saset to
0.01 and was reduced to 0.001 after 1.4K iterateoms
then to 0.0004 after 2.8K iterations and was kiqedf till

the training was stopped after 2.8K iterations.

CNN was used in [17] for eye detection to estinmtin
remote gaze. Authors claimed to achieve a detectim

of 100% with a false alarm rate of 0.000265%. The
architecture presented in [17] had two convoluti@yer
each followed by a subsampling layer. The first
convolution layer had 4 filter maps of size 5x5 ahd
second one had 15 maps of size 3x3 each. The second
subsampling layer was connected to 15 neuron FE&r lay
which was finally connected with an output GC layer
having 2 neurons. A softmax activation function wasd
here. A Stochastic Diagonal Levenberg Marquardf{ [68
optimization solver was used to train the classiffetotal

of 25K positives and 25K negatives were given te th
network for 56 epochs.

Authors in [77] used CNN for the task of detecting
pedestrians. A sliding window based approach isl use
classify the current window as background or a
pedestrian. The step size of this slider is 3 pke T
window resolution is 30x60 pixels. The obtained tipig
detections are then merged. A two convolution layer
architecture was presented, each followed by a
subsampling layer. The input to this network was an
image of size 30x60. The kernel size of the convmiu
layer was 5x5 and the number of filters per layas 5.
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The second subsampling layer was connected to a 40
neuron hidden FC layer. This FC layer was then
connected to an output layer with 1 neuron thatipte

the score for the presence of pedestrian in thgéman
imbalanced training set was given to the networkhwi
3699 positive images containing the pedestrians and
30000 negative images containing the negative sssnpl
Localization and classification of speed signs easied

out by the authors in [78], using CNNs in real tiatea
rate of 35 fps. The dataset constructed had 718eméor

7 classes of speed signs. The background images use
were other speed signs and scenes. The architacace

for speed sign classification, included two contiol
layers and two subsampling layers. The convolution
layers had 5x5 sized kernels with 6 kernels infitts¢ one

and 16 kernels in the other. The subsampling lénge
2x2 sized window and a stride of 2 px. The final
subsampling layer was connected to a FC layer &&h
neurons. The activation function used in the nekweas
hyperbolic tangent function. Iterative boosting J[%8as
applied for increasing the accuracy of the classifi

In this step, during the validation cycle, the entialse
positive results beyond a certain threshold. Awghuave
used sliding window based approach for localizihg t
speed signs. Learning and predicting pedestriaibatiks
was addressed in [80] using CNNs. The datasets used
were VIPeR [81] and GRID. The attributes used widee
gender, hair color, shirt color, presence of backpatc.
Authors in [80] presented a architecture with three
convolution layers each with 16 filter kernels. Tkeznels
used had sizes 7x7, 5x5 and 3x3 respectively. Every
convolution layer was followed by a pooling layeittw
kernel size 2x2 and stride 2, and a rectified lineait
activation layer. The third subsampling layer was
connected to the output FC layer. To get the pedest
attributes from the image, the image was divided b
overlapping patches. Each patch was labelled mhnas
per the attribute, and was given to the net.

The problem of detecting and mapping crowds from th
image through a first person view was addressed by
authors in [82] using CNN. The architecture hace¢hr
convolution layers, each followed by a max poolager.

The input to this architecture was a RGB imageiné s
50x50. The first convolution layer had 15 filtersch of
kernel size 8x8, the second had 7x7 sized 90 dilerd

the third one had 180 filter kernels of size 5x&eThird
pooling layer was connected to a FC layer with 420
neurons and that in turn was connected to a oufgut
layer with 9 neurons. This was then given to ansaft
classifier layer. To segment out crowd from the
background, patches of crowd and background to the
network as positives and negatives respectivelye Th
positives were further classified as three typesrofvds
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depending upon the approximate distance of the d¢row
from the camera. Similarly the background class was
classified into 6 subclasses.

The task of vehicle type classification was carmed by
authors in [83] using CNN. A dataset BIT-Vehiclgaiet
was compiled by the authors, which included 9850
images in frontal-view. Authors in [83] presented a
branched network. The input to the architecture was
143x143 sized input. This was connected to the firs
convolution layer with kernel size of 9x9 and 6Hefis.
This layer was followed by an absolute rectificatlayer,

a local contrast normalization layer, an averagelipg
layer with kernel size 10x10 and stride 1. This |pap
layer was then connected to a subsampling layen wit
stride and kernel size 5x5. The output of this fay@as
split into two branches. The first branch was catee to
convolution layer with same properties as the first
convolution layer except the number of filters herere
256. This layer was followed by an absolute regiiiion
layer, a local contrast normalization layer, anrage
pooling layer with kernel size 6x6 and stride gbx, and

a subsampling layer of kernel size 4x4 and stridé px.
The output of this was connected to a 4096 neuiahaheim

FC layer. The second branch was connected to anothe
pooling layer with kernel size 6x6 and stride 1 px,
followed by another subsampling layer of size 4x4 a
stride 4 px. This layers output was connected hidden

Fc layer with 2304 neurons. The hidden FC layerthef
branches were concatenated to get a hidden FC Jatrer
6400 neurons. This was finally connected to a R@rla
with 6 output neurons. The classifier used is sanAn
unsupervised learning algorithm, sparse Laplacider f
learning (SLFL), was presented which makes the
convolution filters learn the weights. This leampin
methodology was used to classify vehicles into afnihe
mentioned classes.

Authors in [84] used CNN for recognising the veicl
color. Chen car dataset [85] was used which had156
images of cars spread over 8 classes of colorstyEve
pooling layer used in the architecture presentefB#
has a stride of 2 px and kernel size of 3x3 pixélse
network architecture was very deep and brancheé. Th
input image of size 227x227x3 was given to two tobeth
branches. The first convolution layer had 48 filternels

of size 11x11 and stride 2 followed by a poolingela
The output of this layer was split into two paréach
having 24 channels. These were then passed through
convolution layers with 64 kernels of size 3x3 and
pooling layers, separately. The output of these layers
were concatenated and passed through a convolatien
with 192 kernels of size 3x3. This output now with

192 kernels was split into two halves and each diras
passed through two convolution layers each with 3x3
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kernel, with the second convolution layer having a
pooling layer after it. The output from these twalits
short branches was then connected to two FC laash
having 1024 neurons. Similarly two more FC layeesav
obtained from the other main branch and all these
branches were concatenated to one single FC laigar w
4096 neurons. This hidden FC layer was connected to
another FC layer having 4096 units via a dropoyera
and in turn was connected to the output layer \@th
neurons. The classifier used was softmax. Stochasti
gradient descent optimization algorithm was usettain

the network. A mini batch size of 115 images wasdus
with momentum parameter set to 0.9 and weight decay
parameter set to 0.0005. The learning rate waisiliagd

to 0.01 and was reduced by a factor of 10 afteryeb8K
iterations until the training converged at 200Krat@ns.
The weights of the classifier were initialized gpia
gaussian function with 0.01 as the standard devisdind
0.1 fixed values for the bias.

Authors in [18] devised a system to predict eyatfbns

in an image using CNN at different resolutions bé t
image. The authors have used four different dagab#ir
dataset [86], the Toronto dataset [87], the CerfaBet
[88], and the NUSEF dataset [89], with each imag&adp
viewed by 25 subjects on an average to label tre ey
fixations. The architecture presented in [18], tomhke
patch each from the three rescaled images andhfsd t
into three parallel branches. Each branch was ichdnt
Each branch consisted of three convolution layerd a
pooling layers. The pooling layers have kerneliné 2x2
and stride of 2 px. The convolution layers had & and
288 filters respectively and each of the kerneld fiaes
3x3. The activation function used was rectifiedeéin
units. The output of the final pooling layer wasd fato a
hidden FC layer having 512 neurons. This FC lay@mf
each of the three branches was concatenated and
connected to another hidden FC layer with 512 resiro
This layer was ultimately connected to an outputrae.

In the approach taken by the authors, the image was
rescaled to three different resolutions for predicteye
fixations. These resolutions were 150x150, 250x2510)
400x400. From each of these images a 42x42 sizieth pa
was extracted out and giving it to the classifier f
training and testing. The data given for the tragni
included 10 fixation locations and 20 non-eye fixat
locations. Weight decay was set to 0.0002 and enlik
other approaches; the momentum was linearly inetkas
from 0.9 to 0.99. The network was first trained the
MIT dataset and then the trained weights were fearex

for the training of the images from other sets. The
learning rate was kept 0.0001 for the first seinafiges
and was reduced by 10 for the rest of them.
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The detection and classification of croatian trafigns
was discussed in [15] using CNNs. The dataset used
FER-MASTIF TS2010 [90] for training and testing the
classifier. Authors presented two architectureMOHST
[91] and FER-MASTIF TS2010 datasets. The one fer th
MNIST set had three convolution layers and two papl
layers one each for the first two convolution layeFhe
convolution layers had 6, 16, and 100 feature maps
respectively, each having kernels of size 5x5. gbaling
layers had kernel size of 2x2 and stride of 2 phe third
convolution layer was connected to a hidden FCrlaye
with 80 neurons and output layer layer with 10 oesr
The second architecture had four convolution laysrd
three pooling layers attached to the first thresvotution
layers. These layers had 10, 15, 20 and 40 feahaies
respectively with kernel sizes 7x7, 3x3, 3x3 and 3x
respectively. The fourth convolution layer was cected

to hidden FC layer with 80 neurons and that in twas
connected to output FC layer with 9 neurons. Théitr
sign classifier was trained for 54000 iterationsxgshe
stochastic gradient descent algorithm. The inputhi®
first architecture for MNIST data was of size 28x@a&l
that for the other it was 48x48.

VI. CNNs in OTHER COMPUTER VISION
APPLICATIONS

In [37], authors used CNN to recognize 100 facesrwh
given training images compiled from the AR [92] and
FERET [93] face databases. They used a networkhwhic
had two convolution layers and two FC layers for
recognizing faces. The convolution layers wereofotd
by pooling layers with kernel size of 2 and a #raf 2.
The convolution layers had 15 and 45 filters retipely
and each of the filters had a size of 6x6. The remuf
neurons in the hidden FC layer was 130 and theubutp
layer had 100 neurons for recognizing 100 faces ftioe
dataset. The input to this architecture was a one
dimensional grayscale image of size 56x46. The
architecture used in case of AR database was Iglight
different from the one in case of FERET databasseiA
of 3000 training images were compiled for the face
recognition application. Of this set, 80% was used
training and the rest for validation. The solveedisn the
training process was Stochastic Diagonal Levenhag
quardt ( SDLM) [68]. The activation function usedsw
TanH. Input to the architecture was an image ofteb6
and width 46 px. To find the best possible comlamabf
number of filters for each layer, a set of experitsavere
done with random combinations of the number and the
best one among them was selected. Weights were
initialized using a gaussian distribution with zer®an
and 0.01 as standard deviation after experimentiitly
three more ways of weight initialization, namely,
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uniform, Fanin , and nguyen distributions. This razeh

led to a 99.5% and 85.13% accuracies on AR and FERE
test datasets respectively.

Authors in [94] proposed a classifier integratiowdal
using CNN. A Classifier integration model is a i of
local classifier with individual importance as wieig.
Their approach involved integrating multiple three
layered CNNs and stacking their results to prethet
class of the object. It was tested on 101 Caltdujead
dataset [95]. Herein, the CNNs have the same defpth
three layers. The only differences were in thefikizes
and the number of filters per layer. These CNNsthagke
convolution layers, two pooling layers and the ffina
output was a FC layer. A set of 4 CNNs were traifued
about 1000 epochs. The architecture was traindd til
convergence was obtained with the Mean Squared Erro
(MSE) Loss function layer. The activation functiosed
here was hyperbolic tangent function.

To recognize facial expression in [57], a multiisdc@NN
network was proposed. The dataset used was JAFFE
facial expression database [96]. This dataset lbadsf
from 10 subjects with 6 different expressions. Eiatage
was a grayscale image of size 256x256. The ar¢hrec
presented had two convolution layers each followgda
pooling layer of kernel 2x2 and stride 2. The first
convolution layer had 6 feature maps, each obtaéftet
convoluting with a kernel of size 11x11. The nexédad

9 maps when passed through a kernel of size 8x8. Th
output of the second pooling layer was connectednto
output FC layer with 6 neurons, each one reprasgréi
facial expressions probability. Hyperbolic tangent
function was used for activation. The image waszess

to 64x64 sized resolution and was given to the CaéN
the input.

Authors in [39] used Deep CNNs to accomplish thek ta
to face detections in different views. The netwavés
designed to differentiate a face from backgroundn{n
face) image, localize the face and estimate it®e pdke
data was compiled from various face datasets, FERET
Dataset, PIE dataset [97], BiolD dataset [98]. The
compiled data had 43000 frontal faces, 43000 half
profiles and 25000 full profiles. Negative dataseds
about 30K images. A cascade based multiview face
detector assigned a label face/non-face to thet inpage.

If it were a face, then a 32x32 sized patch was &ea
Deep CNN for more accurate decision. The proposed
architecture had a very peculiar way of making the
network as a multi-task cnn. The CNN classified,
localized and estimated the approximate pose ofate.
The network had two convolution layers; each had a
pooling layer attached to it with a size of 2x2 atride 2.
The first convolution layer had 32 kernels of 5xzes
whereas the second had 32 kernels of size 3x3fiake
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pooling layer was connected to a FC hidden layah wi
512 neurons. This layer was connected to threei@zh
layers in parallel with 128 neurons in the firstotwand
256 in the third branch. The first branch was cates: to

a 2 neuron output, one indication presence of faue
other non-faces. Similarly, the second layer was
connected to a second output layer with 5 neurach e
indicating a probability of a particular pose ottface.
The final branch was connected to a 196 neuronemidd
layer which in turn was connected to the third atitp
layer with 14 neurons. These 14 neurons gave pasitf

7 facial landmarks. ReLU activation was used ineher
The hidden FC layers had dropout layers, with podiba
parameter as 0.5, in between them. The authors ased
stochastic mini-batch size of 128 batches. The Weate

for the weight was set to be 0.00005 and the Initia
learning rate of 0.01. This rate was manually dased

by 50% if the loss didn't reduce after 5 epochsseA of
1.88M positive and 570K negative patches were tieed
training and it was stopped after 100 epochs.

An image scanning methodology was presented in [99]
using CNN. This paper presented image segmentatidn
classification using deep CNNs. Herein, the authors
presented a 4 convolution layer network followedtivg

FC layers. Each pooling layer used after the cartian
layers had kernel of size 2x2 with a stride of aclE
convolution layer had 48 filters of size 5x5, expkec the
third one which had 5x5 sized kernels. The hiddén F
layer had 200 neurons and the output FC layer had 2
neurons.

Gender classification task was addressed by th®eiin

[34] using CNNs. In the paper, they compared trajni
and testing with three color spaces, RGB, YUV and
grayscale and concluded that the best results were
obtained with the grayscale color space. The datesss
was MIT pedestrian dataset, containing 988 imades o
size 64x128. The dataset contained images of 608sma
and 288 females. Authors presented an architeetitte
two convolution layers, each followed by a subsamngpl
layer, and two FC layers. The first convolutiondayad

10 filter maps each of size 5x5 and the secondhade20
filter maps of the same size as of the filtershia first
one. The subsampling layer was of type max-podding
had kernel size of 2x2 and a stride of 2. The hidBE
layer had 25 neurons and the final output layer Bad
neurons representing the genders. The images frem t
MIT pedestrian dataset were cropped to 54x108 by
removing the border from all the four sides equalllis
cropped image was resized to 40x80 resolution. The
weights in the network layers were initialized wsin
uniform distribution, between the range [-sqrt(6/f)
sqrt(6/f)]. The hyper-parameter f, was the sumuhher
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of input connections and the output connectionsaof
layer. The network was trained for 500 epochs.

Authors in [100] presented a CNN based classificatf
maritime vessel images. A dataset name E2S2-Vessel
created using the images from the web. This arctuite

had a very deep network with 5 convolution layéiise

first two convolutions were followed by a 3x3 pawli
layer with stride 2 px, an activation layer layeithw
rectified linear unit functions and a local contras
normalization layer. The next two convolution lager
were followed just by the activation layer. ThetHitone
was followed by a pooling layer and the activatayer.

This pooling layer was connected to hidden FC layer
having 4096 neurons. This FC layer was connected to
another hidden FC layer with 4096 neurons through a
dropout layer which in turn was connected to thgpou
layer with 35 nodes. The classifier used was softma
layer. The convolution layers had 96, 256, 384,, 384
256 filters respectively with sizes 11x11, 5x5, 3833,

and 3x3 respectively. The stride of the first cdation
layer was 4 px and for the others it was 1 px.@chsastic
gradient descent solver was used to optimize tiaity
process in reaching the convergence point. The -mini
batch size used was 80 and the solver had momentum
parameter set to 0.9 and weight decay parametetoset
0.0005. The learning rate was initialized to 0.08 avas
dropped by a factor of 10 after every 40K iterasiohhe
dataset collected had 130000 images spread ovey a 3
classes of maritime vessels.

VII. CONCLUSION
The review presented in the paper thus included the
important factors required in successfully trainln@NN
based classifier. The pre-processing techniquesl use
before the training in different cases is presenidie
data augmentation processes used by researchers to
append the dataset with artificial variations issoal
presented. The review prominently includes the ostw
architecture and training parameters used for itrgim
CNN based classifier in computer vision based
applications. Thus, the paper comprehensively éxpth
the factors stated above.
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