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Abstract— Ant colony optimization (ACO) takes inspiration balancing mechanisms can be broadly categorizegiodmsl

from the foraging behavior of real ant species.sTBCO
exploits a similar mechanism for solving optimiaati
problems Ofor the various engineering field of gtedpecially
load balancing.

In distributed systems, load balancing is one & tentral

problems that have to be solved in parallel and dGri

computation. This paper tries to show some kind$oafl
balancing techniques for massive computing.
This paper reviews the different load balancing hods

includes hardware and software and compares themall

Furthermore, it explains their advantages and adisantage,
showing which method is more adaptive and flexible.
Keywords— Ant colony optimization, load balancing,
hardware, software.

l. INTRODUCTION

Grid Computing is a new way of parallel and distributed

computing [R.U. Payli, E. Yilmaz, A. Ecer, H.U. Akaand S.
Chien, 2004]. Using grid computing, an individualncunite
pools of servers, storage systems and networksaniarge
system. End users and applications take this emviemt as a
big virtual computing system. The systems connetigdther
by a grid might be in the same room or distribuggabally,

or local , centralized or decentralized dynamic or static,
and periodic or non-periodic [Baldeschwieler, Blumofe,
Brewer, Atlas,1995].

In a centralized algorithm, there is a central deciher which

gathers all load information from the nodes and esak

appropriate decisions. However, this approach tssoalable
for a vast environment like the Grid. In deceniadi models,
there is not usually a specific node known as aeseor

collector. Instead, all nodes have information daksmme or
other nodes. This leads to a huge overhead
communication. Furthermore, this information is nary

reliable because of the drastic load variationhie Grid and
the need for frequent updating.

Static algorithms are not affected by the systeatessince
their behavior is predetermined. On the other haydamic

algorithms make decisions according to the syst@te.sThe
state refers to certain types of information, sastthe number
of jobs waiting in the ready queue, the currentgofival rate,

etc. Dynamic algorithms tend to have better pertoroe than
static ones. Some dynamic load balancing algorittares
adaptive; in other words, dynamic policies are rfiadie as

the system state changes. [M.Saleh, H.Deldari, 8kdvtam,

2008]

running on multiple hardware platforms and différen A good description of customized load balancimgtegies

operating systems, and owned by different Orgaiozat
One of the main
[Javier Bustos-Jiménez,  Denis Caromel,
2007] is the ability to redistribute tasks amorgptocessors.
This requires a redistribution policy to enhancedpictivity

by dispatching the tasks in such a way that theuregs are
used efficiently, i.e. minimizing the average idilme of the

processors and improving application’s performantkis

technique is known as load balancing. Moreover, wite

redistribution decisions are taken at runtime, st dalled

dynamic load balancing.

About load balancing that is one of the most cinglieg items
in traditional distributed system a lot of workssHzeen done.
In a number of studies [Casavant and Kuhl, 1994} and

Lau, 1997], [zaki, Li, and S. Parthasarathy, 1996dad
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for a network of workstations can be found in [Zdki, and

features of a distributed systenParthasarathy,1996]. More recently, [Houle, Symsownd
José M.éPjgu Wood,2002] consider algorithms for static load haiag in

tree model, assuming that the total load is fix€h the
contrary, in the traditional distributed systems\idhich a lot
of algorithms have been proposed, few have focesedrid
computing. This is due to the innovation and thectit
characteristics of this infrastructure.

Load balancing algorithms can be defined by their

implementation of the following policies [KaratzQ4]
[Anamika Jain and Ravinder Singh, 2013] [Ardhendanilal
and Subhas Chandra Pal, 2010§.S Manekar, M.D
Poundekar, H.Gupta, M.Nagk®12] [
L.Hima,2011][32][33] [Deepika, Divya Wadhwa and iNit
Kumar, 2014J:
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« Information policyspecifies what workload information to state. DLB is used to provide application levelddelancing

be collected, when it is to be collected and frohere.

for individual parallel jobs. It ensures that ahtls submitted

* Triggering policydetermines the appropriate time to start athrough the DLB environment are distributed in sackvay

load balancing operation.
» Resource type policglassifies a resource aerver or
receiverof tasks according to its availability status.

that the overall load in the system is balancedapplication
programs get maximum benefit from available resesirc
Every dynamic load balancing method must estimate t

* Location policyuses the results of the resource type policytimely workload information of each resource. Tisishe key

to find a suitable partner for a server or receiver

information in a load balancing system where resperare

« Selection policydefines the tasks that should be transferredjiven to following questions: (i) how to measuresaerce

from overloaded resources (source) to the idlesbuees
(receiver).

. PROPERTIES OF DISTRIBUTED LOAD
BALANCING
2.1. Global vs. Local Strategies [Ankush P. Deshmukh, K.
Pamu, 2012][ Ardhendu Mandal, Subhas Chandra P#]R0
G.Sharma, J. Kaur,2013][32][33] [Deepika, Divya \Waad
and Nitin Kumar, 2014]

workload; (i) what criteria are retaining to definthis
workload; (iii) how to avoid the negative effectresource
dynamicity on the workload; and, (iv) how to taketoi
account the resource heterogeneity in order to ibda
instantaneous average workload representativeeofylhtem.
[Ardhendu Mandal, Subhas Chandra Pal, 2010]

According to the taxonomy proposed in [Casavant and
Kuhl,1988], the first distinction is between stadicd dynamic
algorithms.

Global or local policies answer the question of what In static algorithms, information about the total mix of

information will be used to make a load balanciegision. In

processes in the system is assumed to be knowhebfime

global policies, the load balancer uses the performancéhe executable image of a program is linked, anig th

profiles of all available workstations. Ifocal policies,

information is used to assign a processor to tbgrnam: each

[Ankush P. Deshmukh, K. Pamu, 2012] workstations artime the program is started, the correspondingge®és run

partitioned into different groups. In a heterogaree®™NOW,
the partitioning is usually done such that eachugrdas
nearly equal aggregate computational power. Thefiiesf a
local scheme is that performance profile informatis only
exchanged within the group.

The choice of a global or local policy dependstomltehavior
of an application. For global schemes,
convergence is faster compared to a local schente sll
workstations are considered at the same time.

However, this requires additional
synchronization between the various workstatiohs; bcal

on that processor. lkiiynamicalgorithms, no (or littlej priori
information is required about resource demandsrafgsses,
and no assumption is made about what the systemvsiiabe
at program execution time. When local conditionskena
process migration desirable, the location policjedts a
suitable machine for receiving the process. [SlaerithAbu

balancedd loaElenin and Masato Kitakami, 2011][ Abhijit A. Rajgy S.S.

Apte,2012][ [Abhijit A. Rajguru, S.S. Apte, 2012D¢epika,
Divya Wadhwa and Nitin Kumar, 2014] R.Prajapati,

communication andD.Rathod, S.Khanna, 2015] [N.Goyal, 2013].

In static load balancing, the performance of thecpssors is

schemes minimize this extra overhead. But the mdluc determined at the beginning of execution. Then déjng on

synchronization between workstations is also a dalviof
the local schemes if the various groups exhibit omaj
differences in performance.

[ZAKI96] notes that if one group has processorshwibor
performance (high load), and another group has Vasy
processors (little or no load), the latter willifh quite early
while the former group is overloaded.

2.2 Dynamic and Static Load Balancing

A load balancer with dynamic load balancing alles#te-
allocates resources at runtime and uses the systtm-
information to make its decisions. Adaptive loadabaing
algorithms are a special class of dynamic algorthifhey
adapt their activities by dynamically changing
parameters, or even their policies, to suit thengivey system
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their performance, the work load is distributed time
beginning by the master processor [Baldeschwi@kmofe,
Brewer, Atlas, 1995] [Sherihan Abu Elenin and Masat
Kitakami, 2011]. The slave processors calculateirthe
allocated work and submit their result to the madetask is
always executed on the processor to which it igyaed, that

is static load balancing methods are no preemptive.

The goal of static load balancing method is to cedthe
overall execution time of a concurrent program whil
minimizing the communication delays. A general
disadvantage of all static schemes is that theé §ekection of

a host for process allocation is made when the gaods

thei created and cannot be changed during process exgcut

[Sherihan Abu Elenin and Masato Kitakami, 2011]
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Dynamicalgorithms

Blind location
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Centralized information

Centralized decision
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Fig.1: Dynamic policies for location and informatio

The family of dynamic algorithms may be furtherimefl (see

figure 1).

Static algorithms may be worthwhile for computingtems
that execute periodically a set of programs withl-keown
behavior (e.g., real-time systems). This is cleady the case
for networks of workstations. Thus, the remaindértias
section will be devoted to dynamic algorithms.

2.3 Centralized and Decentralized Load Balancing: [Ankush
P. Deshmukh, K. Pamu, 2012][32]

A load balancer is categorized as eitheentralized or
distributed both of which define where load balancing
decisions are made. In a centralized scheme, #tedalancer
is located in one master workstation node andeatlsions are
made there. In a distributed scheme, the load bafais
replicated in all workstations.

Once again, there are tradeoffs associated witlenpireg one
location scheme over the other. [Ankush P. Deshmigkh
Pamu, 2012]

For centralized schemes, the reliance on one algmbint of
balancing control could limit future scalability.dditionally,
the central scheme also requires an “all-to-oneharge of
profile information from workstations to the balanas well
as a “one-to-all” exchange of distribution instiaos from
the balancer to the workstations. The distributgteme helps
solve the scalability problems, but at the expeasfsn “all-to-
all” broadcast of profile information between waik#ons.
However, the distributed scheme avoids the “onaHto-

In algorithms withblind location the choice of an execution istripution exchange since the distribution dexisi are

site is made without any information about the entr

made on each workstation.

conditions of the remote machines. Conversely, fol, this section, the paper shows differences off lbalancing
conditional locationthe choice of a receiver machine is basedalgorithms that are categorized in two tables jlb@sed on

on aglobal knowledgeor a partial knowledgeof the system
state, according to whether the decision is madéh wi
information about all the machines in the netwankabout a
subset. The global knowledge may be maintained simgle
machine(centralized informationpr on all the machines of
the network(distributed information)Finally, the migration
decision may be taken by a single machigentralized
decision) or else may be taken by different machines
(distributed decision).

Like any taxonomy, this one is also not perfectd dinis
difficult to find the right place for a few algahimns.

Static algorithms have two drawbacks. First, theiecution
cost is high; hence they cannot be used to redestahanges
in the system. Second, when the variability of exien time

is taken into account, they are done with expoaénti
assumptions (in order to be able to obtain exautlts), when
in fact observations on real systems invalidate sehe
assumptions.
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centralized and decentralized:

Table 1: Parametric Comparison of Load Balancing
Algorithms (centralize)

2
2 f —
£ T =R
o = € c
© [ o ®©
o [Oeg (G
Overload YES No
Rejection
Fault
Tolerant YES YES
Forecasting LESS More
Accuracy
Stability SMALL Large
Centralized/
Decentralized C C
Dynamic/ DY S
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Static
Cooperative YES YES
P_rocgss NO NO
Migration

There are six types of decentralized load balanamghown
in table 2: Round Robin algorithm, Randomized atban,

will be back to the first processor if the last ggssor has
been reached. Processor choosing is performedlyiooal
each processor, independent of allocations of gttegessors.
Advantage of Round Robin algorithm is that it doest
require inters process communication. In generajurg
Robin is not expected to achieve good performa8leerihan
Abu Elenin and Masato Kitakami, 2011]

Randomized algorithm [Xu and Lau,1997] uses random
numbers to choose slave processors. The slavegsarseare

local Queue, Ant colony, agent based Algorithm, andehosen randomly following random numbers generhtesed

Threshold algorithm.
Table 2: Parametric Comparison of Load Balancing
Algorithms (centralize)
[Sherihan Abu Elenin and Masato Kitakami, 2011]
Deepika, Divya Wadhwa and Nitin Kumar,2014]

g c z )
g | 2|5 |w3|s |2 2
c S 9 | © O 0| 9 o 7
a o O c O S [(&] > )
i x x LECU 4Ol e | =
a < =
Overload | -\ | No | YES | No| YES| No
Rejection
Fault YE
Tolerant No No YES S No No
Forecastin
g More | MO | Less| YE| No | MO
e S e
Accuracy
Centralize
Decentrali D D D D D D
zed
. L SMA L
Stability Large gaer LL YES | No aerg
Dynamic/ | o s| bov| bv | by| s
Static
Cooperati YE
ve NO NO | YES YES S YES
Process | o | Nno| ves| No | YE | no
Migration S
Resource LESS LE | MOR | MOR | LE LES
Utilization SS E E SS S

Round Robin algorithm [Xu and Lau,1997][ SherihabuA
Elenin and Masato Kitakami,2011][ Abhijit A. RajguyrS.S.
Apte,2012][ Deepika, Divya Wadhwa and Nitin Kumax 2]
distributes jobs evenly to all slave processord. jélbs are
assigned to slave processors based on Round Rotér, o
meaning that processor choosing is performed iresemd
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on a statistic distribution. Randomized algorithan cattain
the best performance among all load balancing elgos for
particular special purpose applications.

In Central Manager Algorithm that was categorizedaible 1
[Xu and Lau,1997], in each step, central processibchoose

a slave processor to assign a job. The chosen pltaeessor

is the processor with the least load. The centratgssor is
able to gather all slave processors’ load inforargtithereof
the choice based on this algorithm would be possibhe
load manager makes load balancing decisions basettheo
system load information, allowing the best decisidren the
process is initiated. High degree of inter-process
communication could create a bottleneck state.riBae Abu
Elenin and Masato Kitakami, 2011]

In Threshold algorithm [Xu and Lau,1997], the prsses are
assigned immediately to hosts upon creation. Himstaew
processes are selected locally without sending temo
messages. Each processor keeps a private copy eof th
system’s load. The load of a processor can be ctaized by
one of the three levels: under loaded, medium aedi@aded.
Two thresholds parameters t_under and t_upper earséd to
describe these levels. Under loaded: load < t_yrMedium:
t_under< load < t_upper, and Overloaded: load > t_upper.
[Sherihan Abu Elenin and Masato Kitakami, 2011]

Initially, all the processors are considered taibder loaded.
When the load state of a processor exceeds a évadl limit,

it sends messages regarding the new load staté tenste
processors, regularly updating them as to the bhiad state
of the entire system.

[l ACO ALGORITHMS IN GRID
ACO [Casavant and Kuhl, 1994] C. R. Barde, Snehadd,
Samruddhi Nikam, Shradha Shelar, Nikita Wagh,203L][
Suryadevera, J. Chourasia, S.Rathore, A.Jhumma2@4!a]
[N.Goyal, 2013] is inspired by a colony of ants ttheork
together in foraging behavior. This behavior enaged ants
to find the shortest path between their nest amd feource.
Every ant will deposit a chemical substance calledromone
on the ground after they move from the nest to feodrces
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and vice versa. Therefore, they will choose annogitipath
based on the pheromone value. The path with higihgomone
value is shorter than the path with low pheromoalee. This
behavior is the basis for a cooperative commurdoafi here
are various types of ACO algorithm such as Ant @plo
System (ACS), Max- Min Ant System (MMAS), Rank-Bese
Ant System (RAS) and Elitist Ant System (EAS) [Xuda
Lau,1997].ACO has been applied in solving many |aois
in scheduling such as Job Shop Problem, Open Stuiybein,

system is drastically unbalanced and commit suiciden
they detect equilibrium in the environment. Thesantll care
for every node visited during their steps and rdcoode
specifications for future decision making. Thearati and
simulation results indicate that this new algoritsorpasses
its predecessor.

However, the pheromone values were not updatechig t
proposed algorithm which enables the assignmernols to
the same resource. [S. Suryadevera, J. Choura$lattere,

Permutation Flow Shop Problem, Single Machine TotalA.Jhummarwala, 2012]

Tardiness Problem, Single Machine Total Weightedlifi@ss
Problem, Resource Constraints Project Schedulirdplém,
Group Shop Problem and Single Machine Total Tasdine

3.1 Software Methods
In the last twenty years, researches have beegchsegrfor
the techniques to improve traditional method of eoliony

Problem with Sequence Dependent Setup Times [Xu anand to increase its speed. By categorizing antngoloto

Lau,1997].

A recent approach of ACO researches in the useGd Aor
scheduling job in grid computing [Zaki, Li, and Besarathy,
1996]. ACO algorithm is used in grid computing hesmit is
easily adapted to solve both static and dynamicbioatorial
optimization problems. In [Houle, Symnovis, and Wpo
2002], ACO has been used as an effective algorithm
solving the load balancing problem in grid compgtiThe
process taken by ACO will consider the pheromonkieva
which depends on the time taken by each resourpeotess
jobs. It does not consider the capacity of resauisigch as
their bandwidth, processor speed and load.
[Baldeschwieler, Blumofe, Brewer, Atlas,1995],
distributed artificial life-inspired load balanciradgorithm are
introduced, which are ACO and Particle Swarm Optation
(PSO). In the proposed algorithm, an ant acts bsoker to
find the best node in term of the pheromone vatoeed in
the pheromone table. The node with the lightesd lim
selected as the best node. The position of eack modhe
flock can be determined by its load in PSO. Thdigarwill
compare the load of nodes with its neighbors arimove
towards the best neighbor by sending assignedt{olis The
proposed algorithm performed better than ACO fob jo
scheduling where jobs are being submitted fromeckifit
sources and different time intervals.

INcolony
two [Pedemonte, Cancela, 2010]. Various methods hawn be

groups and sending each group to the processasspbed
application for this beneficial serial algorithm shdeen
optimized [Glover, Kochenberger, 2003]. This apgtien not
only improves the speed of algorithm but also presa new
derivation which has positive impact on the resditee major
component is usually between the minor particled grand
particles of algorithm application.

The most classic suggestion in relation to thelfghnaethod

of application such as the applying on multiprooess
graphic processors, and grade environments are good
opportunities for parallel estimations for optinmigi the ant
results and reducing the time of application

proposed which can be divided in five groups: 1.nbtéal
system 2. Cellular 3. Independent run 4iltidolony

5. Compounds. [S. Suryadevera, J. Chourasia, SRath
A.Jhummarwala, 2012] [.Elenin and M.Kitakami, 2011]
[H.Abdul, Nasir,K.Ku, Mohammud,A.Din,2010].

ACO algorithm for load balancing in distributed wms
through the use of multiple ant colonies is propoise[Chou
and Abraham, 1982]. In this algorithm, informatiam
resources is dynamically updated at each ant moverbead
balancing system is based on multiple ant colonies
information. Multiple ant colonies have been addpseich
that each node will send a coloured colony throughbe

However, PSO uses more bandwidth and communicationetwork.

compared to ACO. A study in [Karatza, 1994] progbasnew
algorithm that is based on an echo intelligent esyst
autonomous and cooperative ants. In this propokggtidim,

the ants can procreate and also can commit suildgending
on existing condition. Ant level load balancingoi®posed to
improve the performance of the mechanism. Antscaeated
on demand during their lives adaptively to achi¢ve grid

load balancing.

The ants may bear offspring when they detect the
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Coloured ant colonies are used to prevent anthefsame
nest from following the same route and also enfay¢hem to
be distributed all over the nodes in the system each ant
acts like a mobile agent which carries newly upddtead
balancing information to the next nodes. This psmub
algorithm has been compared with the work-steaiogroach
for load balancing in grid computing.

Experimental result shows that multiple ant colenigork
better than work-stealing algorithm in term of thefificiency.
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However, the multiple ant colonies do not consigesources
capacity and jobs characteristics. This can makiehiray the
jobs with the best resources a difficult task foe scheduling
algorithm. [Ali, A., M.A. Belal and M.B. Al-Zoubi2010] ][
S. Suryadevera, J. Chourasia, S.Rathore, A. Jhuwater
2012]

The overview of mentioned applications shows't thhe
methods of grand particles manorial and mutéoy are
more reliable. The multi-colony methods have areegf
flexibility which allows them to partake in severnaarallel
cases without wasting their functionality. Due teir
flexibility and measurability, they can be condutfa grand
particles.
application. The functionality of the minor danmajor
partition of manorial method stem from thalue and
Frequency of information that is present in eachare.
Generally, the yielded results indicate that graoadtition
methods are better than minor ones but when thebauwf
tenants increase, excessive communication \aittack
landlord and conversions will occur in routélhe
researchers have suggested the solution of acee.ciidre

minor scale manorial method was highly proposed the v v

application of minor scale method in Graphic preoes using
shared memory saved in pheromone. However, thectiet
of communication between central processor and @RSt

be considered. Parallel cellular method and aceechave the

highest speed and performance.

3.2. Hardware Methods

The problem of this fiscal algorithm will ndte solved
even if it is installed as software or aowerful
microprocessor because the presence of amatopeand
fetch of hardware will consume time of deogd and
executing.

sources up, there will be the limitations tofie and space
appearing on the array surface [Diessel. GiMigdendorf,

Guntsch,ScheuermanSchmeck,S0,2002]. Large deciamals
repetitions in addition to divisions, the ant colsshould be
changed in a way that the result is not influenogdt. Hence,

in some algorithms, the heuristic factors dnoosing next
city are ignored instead of decimals. Definitembers
have been used for powered amountsandfp are

suppositions and shift will function and wile replaced
by multiplication. The entire functions resultimgdecimals
are limited.

3.2.11D Based Method [Yoshikawa and Terai 20D7

This method has the capacity of hardware
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The hardware method of multi-colony algorithms ime t
hardware application has high speed in comparisith w
software. There is no limitation of runninget main ant
colony algorithm for the flexibility of softwarbut in case
of hardware, it is challenging to apply hardwarethmod for
the following reasons:

1) Since the amount of pheromone and the prodtaredbm
guantity need to be illustrated in decimal form ameling
application limits on logic arrays, there is a pesb of
designation.

2) Evaporation and heuristic factor that requindtiplication
are not supportable by most fpga arrays.

3) Since choosing the next city based on the idigion
probability factor. Total sum of the previouslftldéactors
should be estimated and for each pheromone matrixcait
should be provided. If the number of n in thehbem
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Ant colony algorithm has some shortcomings:

1. Processing occurs repeatedly and sequentially

2. Pheromone variable value is very little.

3. All the ants should share pheromone variablegrémsition
and update. Due to the repeated Processing diffiqarallel
method is perfect.

Block diagram of this method is shown as in fig@re

Series of ids saved in SRAM memory are uded
managing pheromone. They have the similar stracts the
below.

Selection unit
Compulsion
Random selection unit
it Check
{la; Generally
Controller|| TN selection unit
unit
Place
Antunit Floating
1D generate point
Random il s
unit

| Placement/n/f initial city |

Search
Update unit route
Phero ¢
Lacal m&lc Local
“pdi.‘:c update update
St rule
Floating || Controller NO|
point unit i
unit Terminated Controller unit
1D generate
unit

Fig.3: The relation of processing flow chart witketcircuit

As in figure 3, the function of an ant ngi units is
shown in the beginning; each ant selects naygla node
or station. After choosing the next station, eaohfar each
city drags with 24 bit pheromone from memagnd the
remaining bits which control selection and deste of the
target city uses it. Immediately after chogsicity starts
local updating and it does it for all thadties so that
one repetition suggests one solution. In cBamethods of
hardware are compared in a summarized form.

3.2.2 Hardwar e-Software Compound Method

The designation is done on the arrays iwag that C
software and hardware arrays have been piannih
repartition in Verilog language. The designed framek of
algorithm, as shown in figure 4, is composed of mvajor
sections. Hence, choosing the best route is donadfjware
and is applied in C language on the hiddetessors
NIOSm. Other algorithm calculations are applied by haadhv
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on array logic which can be reprogrammed. The pego
solution brings a kind of negotiation between haadkvspeed
designation and the flexibility of software plangifHao
Yang,Wei WENG, Chen.Y,2012].

HARDWARE/SOFTWARE CO-DESIGN

FPGA
NIOSII Initiation

[—
Calculate

path

length Imitial

A
) 4 v
Route

Route
pheromone
compare

t v

Route ! Transition
choose probabilities

Fig.4: Ant colony circuit chart

3.2.3 Address based method [Shafigh Fard, Monfaredi,
Nadimi,2014]

Modifications on the Ant Colony Algorithm: Some
modifications have been conducted on the algorithneduce
hardware costs; for example, simple register gpfrations
have been used instead of multiplication operatemsvell as
a series of simple changes have been conductéx inpdate
process without defecting the main program to pmeve
numbers from being displayed as decimal ones.

The architectural structure: The framework desigfadthe
algorithm has consisted of a reconfigurable chipthed the
ant colony parameters are defined in two blocksnefnory
on reconfigurable chip and all arithmetic operagianf the
algorithm are hardware modeled on FPGA logics. fedgbl
shows the presented framework and the connectietvgelen
different blocks; as shown in the figure, there dweo
independent memories including main parameters hef t
algorithm along with evaluation, update, and cigjestion
units each of which has consisted of a series lofdocks.
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be controlled that the traversed nodes are seplfaim the

i ity |C ller Uni
Selection.Cly [Controtectinit ones not traversed.
Visited  City

Unvisited City b

Distance info
RAM Core

V. DISCUSSION

I Pheromone e Most of approaches based on centralized and dedieatt
Arithmatic RAM Core load balancing methods were reviewed, and some riiaupto
Unit Selection |<¢mmm) . . . . .

City 2.Logn x QP techniques were categorized in five groups. Theairth

advantages and disadvantages were explained angaoeen

Sl
-"’ - to each other. At last, swarm method was reviewadl the

2. Logn x QH

Update Unit result was that this method with good properties hwre
- advantages in comparison to other techniques.
| Bltistan: V. CONCLUSION
Fitmess Selection For clear of operation software and hardware, t&hows
_ | speed of running ant colony in platform hard anfi adich
‘ Compwe \Elicsa L gt has been discussed in previous section.
P | Table.3: Speed Methods Compared
Summation of m. (Legn «logn)
distance S Methods name SPEED UR
Architect for high speed ant colony
Fig.5:The architectural structure of the ant coloalgorithm optimization(ID BASED) 6.2
based on the programmable system-on-§8ipafigh Fard, HARDWARE-SOFTWARE ’
Monfaredi, Nadimi,2014] Address based 110
G.P.U with 8 Cored 7.30
The next city selection blocRs shown in figure 3, this block G.P.U with 4 cored 3.65
consists of two blocks as 1- the control unit andtige G.P.U with 2 cored 1.89

arithmetic unit including sub-blocks for generatirgndom

numbers, comparison, and a series of arithmeticatipas As is shown in the table 3, speed up of hardwarthous are
based on the Roulette Wheel law. In the followithg blocks ~More than software methods, because software methodn
and their functions are discussed in detail. CPU which has a processor in compare to hardwareete
The control unit:As mentioned in section 2, ants respectivelythat have a lot of process elements to parallelcgs®
and node to node carry out traversal operations firee nest ~ applications.

based on the laws of probability to reach the fdmmyever, to

prevent the repetitive selection of a node in tagapit should VI ACKNOWLEDGEMENT

be controlled that the traversed nodes are sepafatm the | would like to express my very great appreciatior. Safi
ones not traversefShafigh Fard, Monfaredi, Nadimi, 2014] and Dr. Nadimi, for their valuable and constructive
Inter-chip memorieshave been selected and the hardwaréuggestions during the planning and developmenthisf
core of the ant colony optimization algorithm hase research work. Their willingness to give their tins®
modeled on FPGA logics. The memory of the contmoit u 9generously has been very much appreciated. Lastiigh to
which has been simulated as a multiplexer uses LUTtank my parents for their support and encouragémen
distributed in FPGA platform; this N*1 multiplexés firstly ~ throughout my study.

initialized as n 0-bit inputs to convey the concegpft

deselecting the desired city, which takes the With value 1 VIl. ~ AUTHOR'S CONTRIBUTIONS

in the multiplexer after repeating the operationl aneeting  This paper is resulting work of elnaz shafigh fard.

the condition of selecting the relevant node.

The control unit: As mentioned in section 2, amispectively Vill.  ETHICS

and node to node carry out traversal operations fitee nest There isn't any ethical problem because this wersurvey of
based on the laws of probability to reach the fdmyever, to  l0ad balancing and different methods of it and ¢hsn't any
prevent the repetitive selection of a node in thtapit should ~Work similar to this work and no other author idtirs paper.
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