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Abstract— Spectrum sensing is a key task for cognitive
radio. Our motivation is to increase the probalyiliof
detection of spectrum sensing in cognitive radide T
spectrum-sensing algorithms are proposed basedhen t
statistical methods like EVD,CVD of a covariancatnm.

In this Two test statistics are then extracted ftbmsample
covariance matrix. The decision on the signal pneseis
made by comparing the two test statistics.The diete
probability and the associated threshold are fobaded on
the statistical theory. In this paper, we study the
collaborative sensing as a means to improve the
performance of the proposed spectrum sensing teakni
and show their effect on cooperative cognitive oadi
network. Simulations results and performances etain
are done in Matlab and the results are tabulated.
Keywords— Cooperative Spectrum, Cognitive radio,
Spectrum Sensing, Eigenvalue-based Detection.

l. INTRODUCTION

The electromagnetic spectrum comprises of frequency
spectrum with varied bandwidths. The radio freqyenc
spectrum involves electromagnetic radiation  with
frequencies between 300 Hz to 3000 GHz. The use of
electromagnetic spectrum is licensed by governméorts
wireless and communication technologies. Spectrum
scarcity is the main problem as the demand for tichdil
bandwidth is going to increase. Measurement stuldée®
shown that the licensed spectrum is relatively eduscross
many time and frequency slots. The Federal
Communications Commission (FCC) published a report
prepared by Spectrum Policy Task Force (SPTF) This
report indicates that most of the allotted chanaetsnot in
use most of the time and some are partially occlpikile
others are used most of the time. One of the nmagbitant
and recommended solution for the problem of spettru
scarcity is cognitive radio (CR) as described bgejpd
Mitola in his doctoral dissertation Cognitive radio
technology is considered as the best solution tsecafiits
ability to rapidly and autonomously adapt operating
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parameters to changing requirements and conditibtasn
functions of cognitive radio are spectrum senssmgctrum
management, spectrum mobility and spectrum sharing
Spectrum sensing detects the unused spectrum. Hnere
several spectrum sensing techniques that were geopior
cognitive radio. These techniques are mainly categd
into two:

1) Blind sensing techniques

2) Signal specific sensing techniques
While the blind sensing techniques don’t need arigrp
knowledge about the transmitted signal, signal ifipec
sensing techniques need some information about the
features of the signal such as carrier frequenggbsl
period, modulation type, etc. This classificatiaads to
decide whether one of these choices best fit theTkR
method does not need channel and signal informat®n
prior knowledge. has better performance compareith wi
eigenvalue without noise power. The proposed mettaxi
a higher probability of detection at low SNR corgzhwith
Maximum eigenvalue. In this paper a new schemehef t
algorithms are implemented using random matrix tiieso
(RMT) which produce accurate results. The senbiged
on the concept of sample covariance matrix andne@jees
is proposed. The ratios of distributions and philiiees of
detection (Pd) and the probabilities of false aléRfa) are
calculated for the proposed algorithms. Thresheialsies
for given Pfa are also established Also severalkitions
are done based on the sample covariance matrixxtkace
the test statistics and compare the results..
The rest of this paper is organized as follows: d@egection
algorithms and in Section Il and Section Ill givise
performance analysis and finds thresholds for
algorithms. Simulation results for various typessajnals
are given in Section IV. Conclusions are drawn @tt®n
V.

the
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1. SPECTRUM SENSING BASED ON
STATISTICAL MODEL

The system comprises of a receiver/detector with an
antenna which is connected to signal processing tani
process the signal. The received signal is senthto
processing unit by an antenna. For detecting tipeasi we
have used hypothesis testing. There are two hypisthe
namely HO or null hypothesis and H1 or alternate
hypothesis. HO is the representation for signalctvhis not
present or the signal which only has noise. Hlhs t
representation where both signal and noise areeptest
same time. The probability of detection and thebphility
of false alarm are important for channel sensimgb&bility
of false alarm(Pfa) describes the presence of thmapy
user at the hypothesis HO where as probabilitydiete(Pd)
describes the presence of the primary user sighahea
hypothesis H1.Blind Signal Processing is one of the
spectrum sensing approaches which do not deperttieon
information of the primary signal or noise and hertlcey
are called as blind detection schemes. Two of test
popular blind detection schemes are the following :

« Covariance based spectrum sensing

« Eigen value based spectrum sensing

[I. COVARIANCE BASED SPECTRUM
SENSING
Let xc(t) = sqt) + 5c(t) be the continuous-time received
signal, wheres(t) is the possible primary user’s signal and
nc(t) is the noiseyc(t) is assumed to be a stationary process
satisfying

E(nc(t)) = 0,E(n2c (t)) =02y, and
E(nc(t)nc(t +7)) = 0 for anyr _= 0.
We are interested in the frequency band with céntra
frequencyfc and bandwidthW. We sample the received
signal at a sampling rafs, wherefs > W. Let Ts = 1/fs be
the sampling period. For notation simplicity, wdide x(n)
A=xd(nT9, s(n) A=sdnT9, andy(n) A= nc(nT9.
There are two hypotheses:
1) HO, i.e., the signal does not exist, and
2) H1i,i.e., the signal exists.
The received signal samples under the two hyposhase
given by
HO < x(n) =;(n) (1)
H1 :x(n) =s(n) +#(n) (2)
respectively, wheres(n) is the transmitted signal samples
that passed through a wireless channel consistingath
loss, multi path fading, and time dispersion e8eeandy;(n)
is the white noise, which is having mean zero aadlance
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o2n. s(n) can be the superposition of the received signals
from multiple primary users. No synchronizatiomiseded
here. diagonal elements Rk should be nonzeros.

3.1 Covariance Based Spectrum Sensing Algorithm
outline

Step 1 : The received signal is sampled, as destabove.
Step 2 : Choose a smoothing factoand a thresholgl,
whereyl should be chosen to meet the requirement for the
probability of false alarm.

Step 3: Compute the autocorrelations of the redesignal

AN, 1=0,1, L -1, and form the sample covariance matrix.
Step 4; Computenn(Ns)) wherernm(Ns) are the elements

of the sample covariance matrix(Ns). Step 5: Determine
the presence of the signal based Tdr{Ns), T2(Ns), and
thresholdyl. That is, if TL(NS)/T2(Ng > »1, the signal
exists; otherwise, the signal does not exist.

3.2 Eigen value based detection Eigen values are scalar
values called lambda.) of a square matrix A, if there is a
nontrivial solution of a vector x called eigen v@acsuch
that: (A Al) x=0 Or (A-Al) =0. The idea of Eigen values is
used in signal. Detection is to find the noise ignal
samples by finding the correlation between sampi=sally
noise samples are uncorrelated with each othernwhere

is no signal, the received signal covariance mdiggome
identity matrix multiply by noise power (Rwhich results

all Eigen values of the matrix become same as noise
power.The main advantage of Eigen value based imgodn

is that it does not require any prior informatiditioe PU’s
signal and it outperforms Energy detection techeséqu
especially in the presence of noise covariancentaiogy.

3.3 Eigen value Detection Algorithms:
331 Maximum-Minimum Eigen
Detection:

The algorithm steps for this detection method ifoHew:

value (MME)

Step 1: Covariance Matrix of the received signal is
calculated
Step 2: Maximum and Minimum Eigen values of the 4at
(Amax,Amin) are computed
Step 3: Decision: IfiamaxAmin >y1 “Signal exists"else
“Signal doesn’t exit"whergl Threshold value for MME
Threshold valuey] is set using Tracy-widom distribution
which is adaptive technique to set the threshold ians
given by

— =Py
(N ;

| \,’T = \/I]"

ly’T‘i‘ vql‘! ( i\“T- V'Tr"‘ j

3.3.2 Energy with Minimum Eigen value (EME)
detection:
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The algorithm steps for this detection method ifofiew:

Step 1. Covariance Matrix of theeceived signal i
calculated

Step 2: Average power,of received matrix is calculate
Step 3: Minimum Eigen values of the MatriAmin) is
computed

Step 4: Decision: If B/Amin >y2 “Signal exists

else “Signal doesn’t exit” whey2 Threshold valuefor
EME

Threshold valuey) is set using yamma distribution whi
is adaptive technique to set the threshold arglghien b

Y2 = E Q~(r, )+17 S N
: M N £ (Vs —vHL)*

3.5Cooperative Spectrum Sensing

In data combination method, each SU make localsttet
based on its observed values comgavéth the chose
threshold, and then forward the local decision, otied
D;={0,1},to the FC to identify the PU is present ortr
There are usually three combination method basethe
decisions come from different cooperative userghsas
OR rule, AND rule and K-out-ol rule.For OR rule, i
there just one SU to identify that the PU is actitee FC
will declare the PU active. Thus the cooperativebpbility
of detection Qd and probability of false al: Qfare

o, —1—[ L — 7>

<, —1—] [{1— 2 .

where RB;P;; are the SU locaprobability of detection an
probability of false alarm, N is the number of ceogiive
users.

Assume each SU achieves identicglaRd F in the local
spectrum sensing (i.e.,¢#Pq; ,P=P; i=1,2,...N). The
cooperative probability of detecti@nd probaility of false
alarm are

o, =1 —(1— 7 )"
o, =1—(1—m )

The cooperative missing probability is

0,=1-0,=(1-B) =&}

(]
Where R, is the missing probability of local sensing u
3.5.1 AND Rule
AND rule is just opposite to OR rule, in which tR€ will
declare the PU active only when all cooperativera
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identify that the PU is present. Qd and Qf undeDAhNle
are written as follows.

o, = {P:f ]\

N
sz(PfJ

3.5.2K-out-of-N rule:

K-out-of-N rule is a trad-off between OR rule and AND
rule. In this rule, when more than K users shovt tha PU
is active, the final decision of cooperative segsmthat the
channel is occupied. So unde-out-of-N rule, the Qd and
Qf are

0=y [CiB Y (1-B)]

=K

0, =Y [C By a-r)"]

=K

The cooperative missing probability

N
oy = {-'F:r }
Where R, is the missing probability of local sensing t
(AVA SIMULATION RESULTS

Covariance based detection
Table for covariance based detec!

No of Matrix | T4/T, Threshold Signal
samples size status
32 8x8 2.729° 9.5008 Signal
not
present
64 2x2 2.600( 2.1455 Signal
present
64 8x8 2.802¢ 4.6613 Signal
not
present
512 8x8 2.810: 1.6718 Signal
present
1024 4x4 2.739: 1.3028 Signal
present
1024 8x8 2.851: 1.4446 Signal
present
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EME:

Table for maximum minimum eigen value method

No of SNR | imaxi | Thresho| Signal status

samples| (dB) | min Id(y,)

32 35 - 1.7025| Signal not
1.7862e present
+018

1024 35 5.7361e 0.2684 Signal
+015 present

1024 200 - 0.1157 Signal not
2.2698e present
+016

MME:

Table for energy with minimum eigen value method

No of | SNR(d | Amax/imi | Threshold(| Signal status

sampl | B) n Y1)

es

32 35 - 1.7025 Signal not
1.7862e+0 present
18

1024 35 5.7361e+0 0.2684 Signal
15 present

1024 200 - 0.1157 Signal not
2.2698e+0 present
16

512 25 1.0317e+0 0.3633 Signal
16 present

e
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Fig 7.5 MME: PD V/S PF for different SNR value
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Fig 7.6: COOPERATIVE: PM V/S PF for single SNR ealu
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Fig. 7.7: COOPERATIVE: PM V/S PF for different SNR
value

Fig.7.8: COOPERATIVE: PD V/S PF (AND, OR FUSION
TECHNIQUE

V. CONCLUSIONS

In this paper, several blind spectrum sensing nisth@ased

on dimension analysis is explained in detail. Sipeadly,
collaborative sensing is considered as a solution t
problems in the presented sensing method.The gpnsin
detector of spectrum space create new opporturénes
challenges for this type of cooperative spectrumsisg
while it solves some of the traditional problemse.\&lso
propose a new eigenvalue spectrum sensing algohtsed

on covariance matrix. The ratio of the minimum eigegue
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to noise power is used as test statistic the metieed only

noise power. The proposed method is better tharimmem

eigenvalue detection and the energy detectiondoetated

signals. By use of several parameters we have tpeefib

simulations investigated the detection time ofdahalysis.

REFERENCES

[1] Yonghong Zeng, and Ying-Chang Liang “Eigenvalue
based Spectrum Sensing Algorithms for Cognitive
Radio” Communications,IEEE Transactions on June
2009.

[2] Yonghong Zeng, and Ying-Chang Liang “Spectrum-
Sensing Algorithms for Cognitive Radio Based on
Statistical Covariances ” IEEE

[3] “Discrete Wavelet Packet Transform based Energy
Detector for Cognitive Radios” by Youngwoo Youn,
Hyoungsuk Jeon, Hoiyoon Jung and Hyuckjae Lee

[4] Mr. Pradeep Kumar Verma, Mr. Sachin Taluja,Prof.
Rajeshwar Lal, “Performance analysis of Energy
detection, Matched filter detection & Cyclostationa
feature detection Spectrum Sensing Techniques

[5] A. M. Tulino and Sergio VerduRandom Matrix
Theory and Wireless Communicatiohtanover, USA:
now Publisher Inc. 2004.

[6] Andrzej Cichocki and Shun ichi Amariddaptive
Blind Signal and Image Processing West
Sussex,England: John Wiley & Sons Ltd. 2002.

[7]1 YongHong Zeng and Ying-Chang Laing, “Maximum-
Minimum Eigenvalue Detection forCognitive Radio”,
IEEE PIMRC, 2004.

[8] B. Rawat, B. B. Bista, S. Shetty, and G. Yan. Wagiti
Probability Analysis for Dynamic Spectrum Access in
Cognitive Radio Networks. In Proceedings of the 7th
International Conference on Complex, Intelligemid a
Software Intensive System (CISIS 2013) July 3rd -
July 5th, 2013, Taichung, Taiwan.

[9] Harry Urkowitz, (1967) Energy Detection of unknown
deterministic Signals, Proc. Of the IEEE, 55(4)p, p
523-530S. Shetty and D. B. Rawat. Cloud Computing
based Cognitive Radio Networking. In Cognitive
Radio Technology Applications for Wireless and
Mobile Ad hoc Networks, IGI Global, July 2013.

www.ijaems.com Page | 1776



