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Abstract— Thousands of techniques are emerging for
collecting scientific and real life data on a large scale.
The traditional database queering system is available to
extract required information. Clustering is one of the
important data analysis techniques in data mining. K
means are mostly used for many applications. While
using basic k means algorithm one may face difficulties in
optimizing the results as it is computationally expensive
in the terms of iterations. The result of k means is based
on selection of initial seed and total number of clusters
which depends on the data set. As K means gives variety
of results in each run, there is no any thumb rule
available for selection of initial seed and the number of
clusters. This paper includes approaches to improve the
efficiency of k means is mentioned, which provides a
better way of selecting the value of k. This approach will
result in better clustering with reduced complexity.
Keywords—clustering, data analysis, k means, initial
seed.

I INTRODUCTION
Data mining is the process of identifying some qrais or
knowledge of the large collection of data. Due hbe t
increased speed of technology, data keeps on tolieia
various ways. This collected data is not simply tae
data, but meaningful information is taken out t@lere
some knowledge out of it. Various data mining
techniques are available for handling the datast@ling
is one of the important data mining techniques for
handling uncertain data. Data is divided into défe
groups based on some similarity and dissimilaritygtext.
A good clustering method produces quality clustéhw
more intra-class similarity and less inter-clasuilsirity.
Clustering is widely used in various applicationsls as
artificial ~ intelligence, data compression, image
processing, machine learning, and pattern recagniti
Various clustering techniques are available such as
hierarchical, partition, greed based and densigedaK
means are mentioned in this paper is partially dase
clustering algorithm. A clustering algorithm sepiasaa
data set into different groups so that the sintijanithin

WWwWw.ijaems.com

a group is larger than among groups.[3] Clusteimg
mechanism where a set of patterns (data), usually
multidimensional data is classified into sectiodsigters)

so that data elements of one section are simileording

to a predefined criterion. K means is popular dtsg
algorithm used for many applications like markedlgsis

and fraud detection. This technique uses an iterat
approach for partition based clustering. Unceriddta
can be easily handled with k means portioning. Phiser
explains the difficulties faced by traditional k ams and

the next part of the paper provides an approach to
improve efficiency. Efficiency is provided in therin of
computation and accuracy in the term of time cowiple

of k means. Complexity of k means is the producthef
number of data items, number of iterations and the
number of clusters. K means are sensitive to titelin
selection of clusters and calculation of centroiis.the
numbers of clusters are increased, they may get
overlapped with each other.

. CLUSTERING WITH K MEANS
As disused above; this paper aims at finding tlieiefnt
value of the parameter k over data space x formnou
the data in appropriate number of clusters. Tischale
is to divide available data set into k number dfedent
clusters where the value of k is not constantridividual
cluster. Here the centroids of cluster need tongeifn the
term of mean parameter values separate for easkeclu
Mostly Euclidean distance is used to calculate the
distance data items and centroids of clusters. Knme
aimed at minimizing an objective function knowntas
mean squared error function given by:
Ci Cj
(V)= Z2(IX-Yll)
i=1,j=1

Here c specifies the number of clusters on diffedata
item i and j whose value is changed from 1 to meXjis
the dataset as X=( x1, x2,.....xn) and Y is the aadsr of
clusters.
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Fig. 1: K-Means Flowchart

Above flowchart shows the process of k means. The
k means algorithm is easy to implement. Overall
idea of algorithm is explained in following steps

» Choose a number of desired clustérs,

e Choosek starting points that can be
used as initial cluster centroids.

« Examine each point in the data set.

* Assign it to the cluster whose centroid
is nearest to it.

*  When every point is assigned to a
cluster, again calculate the neWw
centroids.

* Repeat steps 3 and 4 until all the points
are covered.

[Il.  ANALYSIS & CLUSTERING OF FOREST

COVER TYPE DATASET WITH K MEANS
The multi variant forest cover type data set istakom
UCI repository of machine learning, database [1d],
used for implementing k means. This dataset conthia
information taken over 30*30 meter cell. No remygtel
sensed data is used. Total number of instancesisige
81,012 with 54 attributes.  Various columns are
Wilderness Area (4 binary columns), Soil Type (4faby
columns), Cover Type (7 types) and many more.
Following figure shows output of k means algorithm
implemented on forest dataset. It divides the datanto
7 clusters with seven different colors. Here, tdus are
formed, but they are overlapped with each othehn wieir
centroids. This algorithm is iterative and it takesre
time for computation of clusters.
Result: 22 iterations.

Total sum of distances = 1.3348e+006.

Elapsed time is 4.131132 seconds.
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Fig. 2: Result of k Means
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V. PROPOSED APPROACH FOR
IMPROVEMENTSIN K MEANS

To improve the accuracy, first need to work withe th
problem of selection of the initial seed value.tialy
calculate the distance between each data pointestcbf
other data points in the data set. Next find ooset pairs
of data sets and formulate new group as Z1 congistf
only closest data pairs. Then remove these data fram
the original dataset. Continue the procedure attithe
closet pairs are considered from the original ddtakhen
go to original dataset again calculate the minimum
distance with different attributes and formulate tiew
pairs. At this point form group Z2 and repeat theps
until Zn is obtained with all data pairs. Euclidedistance
is used as a distance parameter to calculate closet
distance. As a result of the above execution requir
initial centroids are obtained. Then these censraih be
used to calculate the appropriate number of clasier
the dataset.
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Fig. 3: Proposed Approach Plan

V. CONCLUSION
This paper discussed about k means algorithm wisich
partition based clustering and its primary valuees a
depend on the initial seed value and centroidshef t
cluster. Experimental results shows that, it idialift to
predefine the value of k as cluster centers may get
overlapped with each other. Mainly a problem in
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implementing k means is, as it increases the
computational complexity with large number of itias.
Hence proposed approach of this paper can impioze t
problems of k means and try to improve the efficieof

k means up to a certain extent of minimizing thenhar

of iterations. When the approach presented inghjeer is
implemented it will show the result which will oxveme
the problems of k means and provide more accuraity w
the k means. In future the same proposed appraache
implemented with different dataset by using différe
preprocessing techniques. Various attributes catribe
for better result.
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