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Abstract— Content Delivery Networks are the key for
today’s internet content delivery. Users are knakynor
unknowingly accessing the CDN via internet. No ematt
how much the data retrieved by the user it mayaarthe
CDN hand behind every character of text and evergl pf
image. CDN came into existence to solve the delalylgm.
The moment when a user requests for a web pagehand
response delivered to the corresponding users welder
facing a huge delay. The main goal of this paperastent
distribution of web services to multiple data cestelaced
in different geographical locations and providingcsrity.
A content distribution service is a major part dipplar
Internet applications. In proposed system hybriouds are
used i.e., both private cloud as well as publicudoOne
data center is allocated to each region. Providsegurity
to the data is always an important issue becaus¢hef
critical nature of the cloud and very large amouait
complicated data it carries. To provide securitph@r text
policy algorithm is used. Authentication technigaeused
to verify the user authentication. If the user igherized to
access services then and only he receives configarkey
to use.
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l. INTRODUCTION

Now a day’s Cloud computing technology is useddbptio
access resources for various applications. There ar
different types of resources they are Computational
resources, Networking resources (Computationaluress
such as Memory, CPU, Storage and Networking ressurc
such as Bandwidth). Cloud provider's activities for
utilization and allocating resources are withindiof cloud
environment. It requires the type and resourcesiea by
each application to complete a user job. Ordertand of
allocation of resources are also an input for oakim
resources allocation. In proposed system we usdulichy
cloud for utilization of public cloud and privatéoad. CDN
(Content Distribution Network) when it accessingad@
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requests the cloud server and it search file on CDGN
(Data Content Network) it provides access key ter us
access file. In dynamic migration technique useld spot
and hot spot. Hot spot technique is used to digkitboad.
This technique is used to achieve load balancingrease
performance as well as throughput.

A content delivery network or content distributinatwork
(CDN) is a large distributed system of proxy sesver
deployed in multiple data centers via the Interiiée goal
of a CDN is to serve content to end-users with high
availability and high performance. CDNs are widaebded in
today’s Internet topography, internet traffic igrsficantly
increasing now-a-days. A high percentage of traffic
reduced due to the usage of CDNs and they effigient
deliver the contents and it's related services. dhtent
delivery network is a highly-distributed platfornh servers
that responds directly to end user requests for eegitent.
CDNs, carry nearly half of the world’'s Internegffic.
They are omnipresent by their presence and dimittish
challenges of delivering content over the Internet.

The main goal of the proposed system is to minintize
operational cost over time for cloud provider adl ves
achieving load balancing and provide security. Tovjge
security cipher text policy algorithm is used. Aypj
authentication techniques are used to verify ther us
authentication. If user is authorized to accessices then
and only he receives configuration key to use. Usser
access or used only key access pages. User causisaor
use other pages.

Il. RELATED WORK
Shaolei Ren, Yuxiong He and FeiXu[Bt al. limited
computational resources need to fairly allocatedoragn
different organizations. Resources are allocateentb user
on demand. Fei Xu. et al. proposed the GreFar itfgor
which is optimizing energy cost and farness among
different organizations. This algorithm is achiayienergy
cost, latency as well as fairness.
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Pathan et al[2] To realize this objective, durihgs tpaper,
they measure the utility of content delivery viat&f@DN,
capturing the system-specific perceived edges. Haege a
tendency to use this utility live to plot a requesdirection
policy that ensures high performance content dgliveve
have a tendency to conjointly quantify a contemtvjter’s
edges from exploitation MetaCDN supported its user
perceived performance. Chen et al.[3] proposesréate
CDNs within the cloud so as to attenuate value agénthe
constraints of QoS demand, however they solely gsep
greedy-strategy based heuristics while not obvious
properties. In distinction, we target an optimiaati
framework that renders optimal migration solutidoisend

of the day of the system.

Tang et al.[4] investigates the QoS-aware duplicate
placement issues for responsiveness QO0S necessities
During this paper they thought-about 2 categorfeseovice
models: replica-aware services and replica-blindises. In
replica-aware services, the servers are alerteddtations

of replicas and might thus optimize request routm@poost
responsiveness. we have a tendency to show thapdlse
aware placement downside for replica-aware senschif-
complete. In blind services, the servers arenit ate the
locations of replicas or perhaps their existence aAesult,
every duplicate solely serves the requests flowlmgugh it
beneath some given routing strategy. economicakisfgns

are projected to reckon the best locations of caplbeneath
totally different value models.

Charikar et al. proposed a 4-approximation algorithm for
solving the minimum K-median problem in [5]. This so

far the best known approximation algorithm in therst
case bound for the metric K-median problem. Kalpaki

al. [6] proposed an algorithm which considerslaléé costs
(retrieval, update and storage). In this paper ttensidered
only tree topology. But none of the works is refat®
provisioning cost between replica sites is relevianthe
replication direction.

M. PROBLEM STATEMENT
The content distribution mainly involves two keyims
they are (i) back-end storage of the contents @pdrgnt-
end internet services that serve the user requiests
contents. The data owner might migrate each sepécts
into the general public cloud: contents will beliegted in
storage servers within the cloud, while requestshei sent
to internet services put in on VMs on the compusegvers.
Our objective during this paper is to model a dyitam
optimal algorithm is to strategically make the sdgent
selections for service migration into the hybridowd
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architecture: (i) content replication: which contenght to
be replicated during which data center at everyefini)

providing security: How the content owner shouldusely

migrate data to his chosen data center?

Our algorithm focuses on minimizing recurring ofienaal

cost of the content distribution system, not oneeticosts
such as the purchase of machines in the cloud amigats.
The content distribution mainly depends on howcédfitly

replicating the content in different data centersated at
different geographical locations. The data ownes tree
freedom to select the data centers provide by rdiffie
organizations.

V. PROPOSED SYSTEM
In proposed system used techniques is Lyapunov
optimization technique for minimization of cost.éihneed
to update cost dynamically when number of user estyu
from the cloud server increases. Lyapunov optitiomais
a powerful technique for optimizing time averages i
stochastic queuing networks. Work in presents fi-plitis-
penalty theorem that provides a methodology foigésg
control algorithms to maximize time average netwatikty
subject to queue stability.
There is a public cloud consisting of data centecated in
multiple geographical locations, denoted as setQOxe
knowledge center resides in every region. Theretare
forms of inter-connected servers in every knowlecgter:
storage servers for data storage, and computingrsethat
support the running and provisioning of virtual maes
(VMs). Servers within identical knowledge centernca
access one another via a particular DCN.
An illustration of system architecture is givenfig.1. Data
owner Browse Files and encode data and generate RSA
Secret key. Data owner select the data centre &ndl c
server name from different data centers provided by
different organizations. Data owner Upload data to
corresponding cloud service provider. Data ownerifye
the data from the cloud by SHA-512. Data ownerbie &0
see the log about the cost and space of the closoen as
the control center updates in the correspondingctlio
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Fig.1: System Architecture

Control center is the key in our architecture which
minimizes the cost. It chooses the low cost clomd a
migrate the data owner contents dynamically andrinfto
data owner as a log about the data migration indidita
centre. Data center receive all files from the dataer and
check the corresponding cloud details and its gwra
services and store all files, Update or Assign nrgrfar all
VMS(vml,vm2,vm3) for each cloud. It checks the data
integrity in the cloud and inform to end user abitat data
integrity from the external attackers. It lists @tbud servers
and their storage details (Memory, cost and owiadidity)
and keep track of information about different clsud
Provide data migration from one to another clousielaon
the cost.

AES ENCRYPTION ALGORITHM:

To providing security to the data is always haviag
importance issue because of the critical naturthefcloud
and very large amount of complicated data it casribe
need is even important. Therefore, data securidypaivacy

issues that need to be solved have they are aasimgmajor
obstacle in adopting cloud computing services.

It is a web tool to encrypt and decrypt text usihgS

encryption algorithm. You can chose 128, 192 or-B66
long key size for encryption and decryption. Thsute of

the process is downloadable in a text file.
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1. Key expansion: From key schedules derives rduayd
from its ciphers.
2. Initial round: a. Add round key — by using bis&iXOR
combine each bit with round key.
3. Rounds:
a. Sub bytes — each byte is replaced with anotier b
using a look-up table as a non-linear substitution.
b. Shift rows — each row is shifted cyclically to a
number of times called transposition.
c. Mix the columns — combines four bytes in each
column.
d. Add round key
4. Final round — a. Sub bytes b. Shift rows c. Aglghd key

Encryption algorithm:

1) Inverse shift rows

2) Inverse substitute bytes

3) Add round key- step consists of XORing the otitpiu
the previous two steps

4) Inverse mix columns

V. CONCLUSIONS
In this paper studied various techniques and dlyos are
load balancing, job scheduling to utilization ofoerces in
proper ways. Virtualization techniques is one ok th
powerful feature of the cloud computing. Using the
Lyapunov optimization technique which can minimites
operational cost of the application with Quality s#rvice
guarantees. Applying AES algorithm we produced ause
data migration from data owners to the data centers
Achieving efficient load balancing as well as pdw®sihigh
security.
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